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RESUMO

A reducdo da disponibilidade de recursos fosseis e as consequéncias negativas, como as
mudangas climéticas, ao meio ambiente devido ao seu uso, fez com que o termo
sustentabilidade ganhasse atencéo das industrias, da comunidade cientifica e da sociedade em
geral. Nas empresas de tecnologia de informacdo e comunicagéo, a sustentabilidade tem se
concentrado nos data centers, que sdo os locais que agrupam toda a infraestrutura de
comunicacdo, energia, refrigeracdo e os equipamentos fisicos como servidores e dispositivos
de armazenamento. Dentre os conceitos que podem ser aplicados a um data center, como a
virtualizacédo e a disposicdo dos equipamentos em corredores quentes e frios, entre outros, a
computagcdo em nuvens € apontada como uma alternativa para a economia de recursos materiais
e de energia por meio do compartilhamento da infraestrutura entre os usuarios. Essa tecnologia
tem sido rotulada como verde, pois diversos estudos apontam sua eficiéncia energética, mas
ignoram outros aspectos importantes relacionados a um conceito mais amplo de verde. O
objetivo desse trabalho é realizar uma avaliacdo critica do rétulo verde como atualmente
utilizado para classificar computacdo em nuvens, focando em data center. Para isso, a
contabilidade ambiental em emergia é utilizada como suporte metodologico, pois possui uma
escala de avaliacdo superior a uma simples razdo de eficiéncia energética. Essa metodologia
contabiliza todos os esfor¢os oriundos do meio ambiente necessarios para obtengdo de um
produto ou servico. Uma universidade brasileira foi considerada como estudo de caso. Duas
infraestruturas de data centers foram comparadas: (i) a primeira composta por diversos data
centers descentralizados e (ii) que utiliza os mais modernos conceitos de virtualizacdo e
computacdo em nuvens. Os resultados indicam a computacdo em nuvens como a tecnologia
mais verde comparada aos tradicionais data centers, pois ao analisar a ecoeficiéncia, a
computacdo em nuvens disponibiliza aos seus usuarios maquinas virtuais (VM) e bytes a um
custo ambiental menor (4,99E+15 seJ/VM vs. 9,07E+15 seJ/VM; 0,34E+04 sel/bytes vs.
2,36E+04 seJ/bytes). Em relacdo a eficiéncia energética, a nuvem consome aproximadamente

37% menos energia elétrica.

Palavras-chave: Computacdo em nuvens, ecoeficiéncia, emergia, T1 verde, UEV.
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ABSTRACT

The reduction in availability of fossil fuels, along with its negative consequences on the
environment, such as climatic changes, due to its usage, has caused the term sustainability to
attract the attention of industry, scientific community, and society in general. As far as
information and communication technology firms are concerned, sustainability has been
concentrated in data centers, which is where the whole infrastructure comprising
communication, energy, cooling, and physical equipment, such as servers and data storage
equipment is gathered. Among the concepts that could be applied to a data center, such as
virtualization and disposition of the equipment in cold and warm corridors, among others, cloud
computing stands out as an alternative concerning savings on material resources and energy by
means of infrastructure sharing among users. Such technology has often been labeled as
a green one as numerous studies highlight its energetic efficiency, albeit ignoring other relevant
features of a green technology in a broader sense. The aim of this work is to critically assess
the green labeling as it is currently used when classifying cloud computing, focusing on data
centers. For that purpose, the emergy environmental accounting is used as a methodological
support, as it features an evaluation scale superior to a simple energetic efficiency rate. Such
methodology allows for the accounting of all the necessary efforts by the environment to obtain
a product or service. A university in Brazil was selected as a case study. Two data center
infrastructures were compared: (i) one comprising several decentralized data centers and (ii)
one which uses the latest trends in virtualization and cloud computing concepts. Results indicate
cloud computing as the greenest technology, as compared to traditional data centers, as when
analyzing eco-efficiency, cloud computing provides the user with virtual machines (VM) and
bytes at a lower environmental cost (4.99E+15 seJ/VM vs. 9.07E+15 selJ/VM; 0.34E+04
seJ/bytes vs. 2.36E+04 sel/bytes). As for energetic efficiency, the cloud consumes about 37%
less electricity.

Key words: Cloud computing, eco-efficiency, emergy, green IT, UEV
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1 Introducéo
1.1 Motivacéo

Desde os primeiros ensaios das redes de computadores feitos por Leonard Kleinrock®
em 1969 até os dias atuais, 0 nimero de usuarios conectados a rede tem aumentado de forma
continua. Inicialmente restrita a pequenos laboratorios de pesquisa e universidades, as redes
conectavam um numero pequeno de usuarios, porém, atualmente a Internet, que é uma rede
mundial de computadores, conecta bilhGes de usuarios que produzem uma quantidade
inimaginavel de informacdo. De acordo com o Internet World Stats (2012), o namero de
usuarios conectados a rede subiu de 16 milhGes em 1995 para cerca de 2,5 bilhdes em 2012.
Para suportar esse crescimento, diversos conceitos surgiram, sendo 0 mais recente, a
computacdo em nuvens, do inglés cloud computing. Segundo Madhubala (2012), computacao
em nuvens € a convergéncia de varias técnicas como virtualizacdo, projeto de aplicativos
distribuidos, grade de computadores e gerenciamento de Tecnologia da Informacéo (TI) que

tornam os sistemas mais escalaveis e flexiveis.

Nos ultimos anos, diversas empresas foram atraidas para essa tecnologia pela
oportunidade de reducdo ou eliminacdo dos custos associados a manutencdo de uma
infraestrutura de Tecnologia da Informagdo (TI) interna (Buyya et al. 2009). Oliveira et al.
(2013) encontraram indicadores de que a computagdo em nuvens oferece vantagens econémicas
e ambientais em relacdo a computacao tradicional. Entre as vantagens econémicas, podem ser
apontadas a reducdo do investimento em equipamentos que tornam-se obsoletos, além da
reducdo dos gastos com energia elétrica. Segundo Murugesan (2008), o conceito de Green IT
ndo engloba somente o uso e descarte eficiente de equipamentos de Tl, mas também inclui o

projeto e a fabricagcdo dos mesmos.

A maioria dos trabalhos cientificos que abordam TI e meio ambiente estdo focados na
reducdo do consumo direto de energia e, consequentemente, na redugdo das emissdes de COo.
Atrey et al. (2013) fizeram um estudo de computacdo verde em nuvens e apresentaram uma
série de métricas que podem ser utilizadas para avaliar a eficiéncia energética. Goyal e Kinger
(2013) resumiram diversas técnicas para economizar energia em computacdo em nuvens. Bolla
et al. (2014) investigaram a lacuna existente entre os sistemas de gerenciamento de energia de

dispositivos de rede com base no fluxo de dados e propuseram um mecanismo para minimizar

!Matematico que criou a teoria dos pacotes e participou do desenvolvimento da ARPANET, precursora da Internet
(INTERNET HALL OF FAME, 2014).
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o consumo de energia (Burst2save). Ainda Bolla et al. (2012) avaliaram a quantidade de energia
que pode ser economizada aplicando técnicas eficientes de gerenciamento de energia em

provedores de Internet e empresas de telecomunicacGes.

A maioria dos estudos em que o termpo computacdo verde é abordado, consideram
apenas a reducdo no consumo direto de energia elétrica e emissdes de CO, como fatores que
determinam se o sistema é verde ou ndo. Nesse ponto, surge a seguinte questao: avaliar sistemas
de TI com base apenas em indicadores de emissédo de CO> e demanda de energia sao suficientes

para rotular um sistema como Green IT?

Atualmente, o debate sobre os limites do planeta em fornecer energia e matéria a serem
utilizados em processos antropicos torna-se cada vez mais presente. Neste sentido, 0 uso de
metodologias cientificas complementares a avaliacdo do ciclo de vida torna-se necessaria.
Rotular computacdo em nuvens como green devido a reducdo no consumo direto de energia e
emissdo de CO2 como usualmente é feito, mesmo que importante, pode ser considerada uma
visdo reducionista da carga ambiental total destes sistemas quando considerando escalas
maiores de avaliacdo. Assim, dentre as abordagens cientificas que consideram essas escalas de
avaliacdo, a contabilidade ambiental em emergia surge como uma alternativa. Essa
metodologia, desenvolvida por Odum (1996), contabiliza todos os custos ambientais
necessarios para obtencao de um produto ou servico. Diferente de outras abordagens biofisicas
existentes, a emergia considera a qualidade da energia pela visdo do lado doador, ou seja,
contabiliza toda a energia demandada pela biosfera para produzir um bem ou servico e nédo

somente o recurso féssil direto e indireto como usualmente considerado.

1.2 Objetivos
1.2.1 Objetivo geral

Avaliar a eficiéncia energético-ambiental da computacdo em nuvens frente a

computacéo tradicional e verificar se essa tecnologia pode ser rotulada como computacao verde.

1.2.2 Objetivos especificos

a) Estimar o Valor Unitario de Emergia (UEV) representativo de computadores;
b) Estudar e estabelecer unidades funcionais (UFs) que possibilitem a comparacdo entre

um DC tradicional e outro que utiliza conceitos e tecnologias de computacdo em nuvens;
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c) Aplicar a contabilidade ambiental em emergia nas estruturas computacionais distribuida

(Legado) e centralizada (cloud) da universidade estudada para obter o custo total em

emjoules solares (seJ) desses sistemas;

d) Comparar as duas infraestruturas de DCs utilizando indices de ecoeficiéncia (seJ/UF) e

eficiéncia energética (kWh/UF);

e) Realizar uma avaliacdo critica sobre o uso do rotulo computagéo verde para computacao

€em nuvens.

1.3 Organizacao do trabalho

Esta dissertacdo apresenta-se no modelo de artigos, cuja forma incentiva a producgéo

cientifica durante a evolucdo e término da pesquisa. O Programa de PoOs-Graduacdo em

Engenharia de Producdo da Universidade Paulista (UNIP) permite e incentiva esse modelo de

dissertacdo, objetivando a publicacdo dos resultados das pesquisas realizadas.

Desta forma, a dissertacdo apresenta a seguinte estrutura:

Este capitulo trata da introducgéo sobre o assunto para posicionar o leitor em relacao
ao problema de pesquisa e as motivacGes do estudo. Contextualiza, também, o
objetivo geral e os secundarios da dissertagao;

O segundo capitulo, Referencial teorico, aborda conceitos de computacdo em
nuvens e tecnologia da informacao verde;

O terceiro capitulo, Metodologia, aborda a fundamentagcdo teérica sobre a
metodologia aplicada neste trabalho (contabilidade ambiental em emergia), a
descricdo detalhada sobre os sistemas estudados e os dados coletados durante a
pesquisa;

O quarto capitulo, Publicacfes, apresenta um resumo dos artigos que foram
elaborados e apresentados em congressos, além das dificuldades encontradas.

O quinto capitulo, Resultados adicionais, apresenta os resultados finais e as
discussbes contemplando as justificativas e objetivos da dissertacdo. As estruturas
computacionais (Legado e CloudUSP) séo avaliadas e comparadas, focando nos
indices de ecoeficiéncia e eficiéncia energética, calculados a partir da contabilidade
ambiental em emergia e do consumo direto de energia elétrica, respectivamente;

O sexto capitulo, Conclustes, contempla as conclusfes do estudo realizado,
identificando de forma clara e objetiva os principais achados que sdo sustentados
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pelas abordagens cientificas utilizadas. Algumas consideragdes finais também séo
incluidas, que facilitam a compreenséo dos resultados da pesquisa.

O sétimo capitulo, Propostas para pesquisas e trabalhos futuros, apresenta algumas
propostas para o futuro desenvolvimento deste e outros trabalhos correlatos.

O ultimo capitulo, Referéncias bibliograficas, apresenta as referéncias bibliogréaficas

utilizadas para o desenvolvimento deste trabalho.

Além dos capitulos elencados acima, complementam este trabalho os seguintes adendos:

Anexo |: apresenta os principais simbolos utilizados para a construcdo do diagrama
de energia;

Apéndice A: primeiro estudo elaborado no decorrer da pesquisa, utilizando a
contabilidade ambiental em emergia para comparar a atual estrutura do Instituto
Federal de Educacdo, Ciéncia e Tecnologia do Sul de Minas Gerais
(IFSULDEMINAS) com a nuvem da Universidade de Campinas (Unicamp).
Apéndice B: segundo estudo elaborado no decorrer da pesquisa, abordando um dos
obstaculos encontrados no desenvolvimento do primeiro estudo, que € a falta da
UEV representativo dos computadores. Neste estudo, esse valor é estimado massa e
em poder de processamento.

Apéndice C: apresenta o memorial de célculo da avaliagdo em emergia do Legado.
Apéndice D: apresenta o memorial de célculo da avaliagio em emergia da
CloudUSP.
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2 Fundamentacdo tedrica
2.1 Data center e computagao em nuvens

Data center (DC) € um ambiente projetado para abrigar servidores e outros
componentes como sistemas de armazenamento de dados e ativos de rede. O principal objetivo
de um DC é garantir a disponibilidade dos equipamentos que mantém o0s sistemas cruciais para
o pleno funcionamento de uma organizacao. Independentemente do tamanho e forma do DC,
0s equipamentos que o integram podem ser configurados de diversas maneiras, entre elas: i)

servidores independentes; ii) grade de computadores e iii) computagcdo em nuvens.

Recentemente, com o0 avanc¢o da computacdo em nuvens, os DCs tém sido projetados
utilizando essa tecnologia. Segundo Mei et al. (2008), computacdo em nuvens surge como a
quebra de um paradigma no qual os dados e recursos computacionais sdo compartilhados sobre
uma rede escalavel de nds (hosts) e ndo mais centralizados em um Unico servidor de rede. Seu
conceito ndo € recente e segundo Hamdaga e Tahvildari (2012), eles sdo 0s mesmos que John
McCarthy? chamou na década de 1960 de computagdo como utilidade. O termo nuvem é uma
metéfora para Internet, pois permite que todos os dados e aplicacdes sejam acessados por meio

do cliente (aplicacdo) conectado a rede mundial de computadores.

Existem diversos conceitos para computagdo em nuvens disponiveis em literatura
especializada, porém, nesse trabalho sera utilizado o conceito elaborado pelo National Institute

of Standards and Technology:

Computagdo em nuvem € um modelo que permite acesso de forma conveniente e sob
demanda a uma rede compartilhada de recursos computacionais configuraveis
(exemplo: servidores, aplicacdes, rede, armazenamento e servicos) que podem ser
rapidamente provisionados e liberados com o esforco minimo de gerenciamento ou
interacdo com o provedor de servigos (NIST, 2011, p. 2).

A computacdo em nuvens tem atraido cada vez mais a atencdo de empresas e
pesquisadores. Nas empresas, especialmente para as de pequeno e médio porte, 0s principais
atrativos sd@o a economia feita para comprar, executar e manter seu proprio hardware e
infraestruturas de software (Miller, 2008). Na &rea cientifica, as nuvens comecam a ser
utilizadas na computacdo de alto desempenho (high performance computing - HPC). Sultan
(2014) apresenta algumas aplicacbes de HPC que ja operam nas nuvens, entre elas: i)

GenoLogics, que faz o gerenciamento de dados em uma plataforma colaborativa para a

2 John McCarthy foi um cientista da computagdo que ficou conhecido pelos seus estudos na area de inteligéncia
artificial e por ser o criador da linguagem de programacéo List Processing (LISP).
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descoberta e o desenvolvimento de novas drogas biomédicas; ii) GenomeQuest, que permite
aos pesquisadores realizar alinhamento de sequéncias e a mineracdo de dados em genomas e
iii) Geospiza, oferece uma solucdo chamada GeneSifter de sequenciamento de DNA (&cido

desoxirribonucléico) de Gltima geracdo na nuvem por meio dos Servigcos AmazonWeb.

Mesmo com as vantagens da adocdo da computacdo em nuvens (economia de energia,
otimizagdo de recursos computacionais e gerenciamento centralizado), algumas barreiras
devem ser consideradas antes de sua adocdo, conforme Avram (2014) cita: i) seguranca e
privacidade, pois se tratando de um modelo recente, ha uma grande incerteza sobre a seguranca
nos Varios niveis (servidores, aplicagdes, dados e outros); ii) conectividade, pois o potencial da
computacdo na nuvem depende da disponibilidade de acesso de alta velocidade para todos os
dispositivos conectados a rede; iii) interoperabilidade e portabilidade de dados entre nuvens

publicas e privadas, para a troca de informacdes.

Segundo o NIST (2011), a computacdo em nuvens é composta de cinco caracteristicas
essenciais, trés modelos de servico e quatro modelos de implantagdo, como descrito nos

subitens a sequir.

2.1.1 Caracteristicas essenciais

Caracteristicas essenciais sdo as vantagens da computacdo em nuvens frente a
computacdo tradicional. Algumas dessas caracteristicas definem a propria computacdo em
nuvens, por exemplo, a escalabilidade, o amplo acesso a rede e os sistemas de medi¢do. De

acordo com o NIST (2011), as cinco caracteristicas essenciais da computa¢do em nuvens sao:

Entrega de servico sob demanda: o usuario pode aumentar o poder de computacdo alocado

sem a interacdo humana do provedor de servico;

Amplo acesso a rede: 0s recursos estdo disponiveis na rede e podem ser acessados por meio

de um mecanismo padrao que promove 0 acesso por meio de plataformas heterogéneas;

Pool de recursos: 0s recursos computacionais sdo organizados e agrupados permitindo que
multiplos usuarios acessem recursos fisicos e virtuais que sdo atribuidos e redistribuidos de

forma dinamica, de acordo com as necessidades do usuario;

Elasticidade rapida: os recursos podem ser alocados de forma rapida e elastica, e em alguns
casos, de forma automatica para suprir as demandas do usuario. Da mesma forma que 0s
recursos sao alocados, os mesmos podem ser liberados no momento que ndo ha mais demanda

por eles;
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Medicgao: os sistemas de gerenciamento da computacdo em nuvens controlam e otimizam os
recursos de maneira automatica, disponibilizando mecanismos que permitem aferir a qualidade

do servico prestado de forma transparente ao provedor e usuario.

2.1.2 Modelos de servico

Os modelos de servi¢o definem a arquitetura de servicos que sera ofertada ao usuario
final. Apesar de existirem outros modelos de servi¢o, aqui séo considerados os modelos

definidos pelo NIST (2011), como apresentado na Figura 1 e descritos na sequéncia.

SaaS ==

Ambiente de aplicagdes em nuvem

~ PaaS

Ambi de d

de aplicagoes

Recurso
computacional

Comunicagao

Armazenamento (rede)

Hipervisor

Hardware/firmware

Figwu ra 1. Modelos de servicos da computagéo em VI:IUVEHS
Fonte: adaptado de Madhubala (2012).

Software como servico (SasS): a nuvem prové ao cliente final a capacidade de execucgéo de
aplicativos a partir de uma estrutura de nuvem. Os aplicativos instalados na nuvem podem ser
acessados por diversos dispositivos conectados a Internet. Diferentemente do modelo laaS
(descrito a seguir), o cliente ndo possui controle sobre os sistemas instalados nem sobre a

infraestrutura fisica da rede, como o armazenamento.

Infraestrutura como servigo (laaS): a nuvem possui capacidade de prover ao cliente final
uma estrutura computacional completa, composta por processamento, recursos de rede,
armazenamento, além de outros recursos fundamentais de rede. O cliente pode instalar
aplicativos, sistemas operacionais e outros sistemas de acordo com suas necessidades, mas ndo

possui acesso a estrutura fisica, ficando esta sob responsabilidade do provedor do servico.

Plataforma como servico (PaaS): oferece ao cliente final uma infraestrutura de alto nivel de

integracdo para implementar e testar aplicagdes desenvolvidas para nuvem. Nesse modelo, o
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cliente ndo possui acesso a infraestrutura, mas controla todas as aplica¢fes instaladas e suas

configuracdes.

2.1.3 Modelos de implantagdo

Os modelos de implantacdo definem o tipo de acesso (abertura ou restricdo) dos usuarios
sobre a infraestrutura. Esses modelos estdo diretamente relacionados ao tipo de negdcio para o
qual a nuvem esta sendo implantada, além do grau de criticidade dos dados e sistemas que serdo

armazenados e/ou executados. Eles podem ser:

Nuvem publica: a infraestrutura de nuvem fica disponivel para uma organizacdo ou ao publico
geral, sendo de propriedade de um provedor de servi¢os. Os usuarios pagam pelo uso da

infraestrutura;

Nuvem privada: diferentemente da nuvem publica, a nuvem privada é de uso exclusivo de
uma organizacdo, podendo ser administrada internamente ou por terceiros. A nuvem privada

pode ou ndo estar dentro do dominio fisico da organizacgéo;

Nuvem comunitaria: a infraestrutura da nuvem é compartilhada por organizagdes com
objetivos comuns. Ela pode ser administrada internamente ou por terceiros e pode ou nao estar

dentro do dominio fisico de uma organizacéo;

Nuvem hibrida: a infraestrutura de nuvem é composta por duas ou mais infraestruturas de
nuvem (publica, privada e/ou hibrida) que permanecem como uma Unica entidade agrupada por

tecnologias padrdes ou proprietarias, possibilitando a portabilidade de dados e aplicativos.

2.1.4 Arquitetura da computacdo em nuvens

Segundo Buyya et al. (2009), a computacdo em nuvens é baseada em camadas, sendo
que cada uma delas possui uma funcao na apresentacao de recursos para as camadas posteriores.
Cada camada é uma divisdo logica que agrupa recursos de hardware/software e que realizam
uma determinada tarefa no sistema como um todo. A Figura 2 apresenta 0 modelo de camadas

e suas associacdes.
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Aplicacées nas nuvens

Usuadrio Final

!

Nive usuario
Middleware

Computagao social, sistemas empresariais, computagao cientifica

Cloud: Ambiente de programacao e ferramentas

Web 2.0, programacgao concorrente e distribuida,
bibliotecas, scripts, workflows.

g‘g QoS, gerenciamento de SLA, monitoramento, prego, controle
Core Middieware

Maquinas Virtuais (VM), gerenciamento e desenvolvimento de VM

suaAnp seu oedejndwo)n

oAiejdepy ojusWwe|duaien

1 Recursos

Nivel de sistema 1zi!

Figura 2. Modelo de camadas
Fonte: adaptado de Vecchiola et al. (2009).
Legenda: QoS = qualidade de servico; SLA = acordo do nivel de servico.

Na camada mais baixa da Figura 2 (nivel de sistema) estdo localizados todos 0s recursos
fisicos da estrutura (computadores, storages, ativos de redes e outros). A camada intermediaria
(core middleware) é responsavel pela geréncia da camada fisica no qual, além de fornecer o
nucleo Idgico para a nuvem, fornece uma série de servigos como qualidade de servigo (QoS),
acordo de nivel de servigo (SLA), servicos de cobranca e outros. A camada nivel de usuério
middleware € responsavel por apresentar um conjunto de ferramentas e aplica¢fes aos Usuarios.
Essas ferramentas, que usualmente sdo acessadas por usuarios mais experientes, auxiliam no
desenvolvimento e configuracdo dos sistemas. Por fim, a camada usuério final, destina-se
exclusivamente aos usuarios finais que irdo utilizar os recursos da nuvem. Nesta camada

encontram-se os aplicativos Gmail, Youtube, Flickr, entre outros.

2.2 Tecnologia da Informacao verde (Green IT)

Green IT ou computacédo verde remete ao ano de 1992, quando a Agéncia Americana
de Protecdo Ambiental (Environmental Protection Agency, EPA) criou o programa Energy Star
(Joumaa e Kadry, 2012). O selo Energy Star foi dado aos produtos eletrdnicos que consumissem
menos energia elétrica na execucdo de um mesmo trabalho. Por exemplo, um dispositivo
eletrénico que tinha a funcdo stand by poderia receber o selo. De forma paralela, a organizacéo

sueca TCO Development iniciou um programa de certificagdo, o TCO Certification para
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certificar monitores CR-T (Cathodic Ray Tube) que emitiam baixas quantidades de radiagoes

elétricas e magnéticas.

Com o passar dos anos, o termo computacéo verde passou a englobar muito mais do que
propunha o conceito inicial da EPA. Murugesan (2008) definiu computacao verde ou Tl verde
como o estudo e a prética de projetar, fabricar, utilizar e descartar computadores, servidores e
dispositivos associados (monitores, impressoras, dispositivos de armazenamento e dispositivos

de redes) de forma eficiente e eficaz, com 0 minimo ou nenhum impacto sobre o meio ambiente.

Mesmo com essa defini¢do, por mais geral que seja, a Tl verde tem sido quase que
exclusivamente associada a reducdo no consumo de energia elétrica durante seu uso, e
consequentemente, & reducdo nas emissdes indiretas de CO2, que pode ser visto em trabalhos
como de Joumaa e Kadry (2012), que apresentaram um estudo de caso sobre a reducdo do
consumo de energia elétrica obtida pela adocdo de tecnologias como o thin-client em
substituicdo aos computadores desktop, além do uso de um Proxy inteligente para sistemas de
torrent. Goyal e Kinger (2013) trouxeram um resumo de diferentes técnicas voltadas a
economia de energia elétrica em ambientes de computacdo em nuvens. Atrey et al. (2013)
mostraram diversas métricas que podem ser utilizadas para medir a eficiéncia de data centers,
entre elas o Power Usage Effectivenes (PUE), Carbon Usage Effectivenes (CUE), Energy Reuse
Factor (ERF), Space e Wattage and Performance (SWaP). Essas métricas, no entanto, estao
associadas direta ou indiretamente ao consumo de energia elétrica ou emissdo de COg,
desconsiderando outros potenciais custos ocultos nas diversas etapas do ciclo de vida de
equipamentos e sistemas de TI. Berl et al. (2010) fizeram uma revisao de métodos e tecnologias
utilizadas em ambientes de computacdo em nuvens para obter a eficiéncia energética nos
computadores e na infraestrutura de rede. Duy et al. (2010) realizaram um estudo da economia
de energia com base em um algoritmo de escalonamento verde para ambientes de computacao
em nuvens. Bolla et al. (2014) desenvolveram um mecanismo de controle de trafego
(Burst2save) que busca minimizar o desperdicio de energia em dispositivos conectados a redes
residenciais (computadores, tablets etc.) devido a reduzida largura de banda dessas conexdes
com a Internet. Capra et al. (2012) definiram uma metodologia para medir a eficiéncia
energética de softwares e investigam a relacao entre o uso de ambientes de desenvolvimento e

eficiéncia energética.
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3 Metodologia
3.1 Contabilidade ambiental em emergia

A contabilidade em emergia, grafada com “m”, é a metodologia proposta por Odum
(1996) que utiliza as leis da termodinamica, a teoria geral de sistemas e uma algebra propria na
busca de quantificar todos os fluxos de energia e matéria (da economia e da natureza) utilizados
para fazer e tornar disponivel um bem ou servico. Para o autor, emergia € a energia disponivel
de um tipo previamente utilizada direta ou indiretamente na obtencdo de um produto ou servico.
Em outras palavras, emergia pode ser considerada como a memoria energética de sucessivos

processos de transformacéo de um tipo de energia em outro tipo.

Esse conceito é o mesmo utilizado nas analises de energia incorporada, conforme
Mantoam et al. (2014), que utiliza essa abordagem para determinar a energia incorporada de
uma colheitadeira de cana de agucar. A grande diferenca entre a emergia e a analise de energia
incorporada, segundo Slesser (1974), esta na escala de avaliacdo (janela de atengdo). Na energia
incorporada, a historia energética de um recurso é contabilizada até chegar aos combustiveis
fosseis, enquanto a emergia vai mais além, estendendo-se até a obtencdo do combustivel fossil

a partir dos recursos naturais existentes na geobiofesra (Agostinho e Pereira, 2013).

Na sintese em emergia, 0s recursos sdo classificados em trés categorias: i) renovaveis
do meio ambiente local (R de renewables), definido como aqueles utilizados a taxas menores
do que sua reposicdo natural; ii) ndo renovaveis do meio ambiente local (N de non-renewables),
aqueles consumidos a uma taxa superior a sua taxa de renovacao e iii) 0s provenientes da
economia ou mercado econdmico (F de feedback), que representam todo o suporte financeiro
oriundo de uma economia de maior escala, seja ele empregado para o provimento de energia

elétrica, por exemplo, ou para pagamento de médo de obra envolvida no processo.

Independente de sua classificacdo ou unidade, todos 0s recursos que atravessam as
fronteiras do sistema sdo contabilizados em uma Gnica unidade: emjoules solares (solar
emjoule) ou sua abreviacdo sel. Isso permite que diferentes fluxos de recursos possam ser
contabilizados e comparados. A Figura 3 apresenta um diagrama de trés bragos que resume a

nomenclatura utilizada na sintese em emergia.
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Figura 3. Diagramazjenérico de trés bracos
Fonte: adaptado de Odum (1996).

Para que fluxos com unidades distintas (principalmente energia, massa e monetario)
sejam convertidos em uma base Unica comum (seJ), fatores de conversdo ou coeficientes de
intensidade de emergia devem ser aplicados (Ulgiati e Brown, 2014). Segundo 0s mesmos
autores, estes coeficientes sdo genericamente denominados como Valores Unitarios de Emergia

(Unit Emergy Value, UEV) e definidos como:

Transformidade solar: a emergia solar requerida para fazer 1 (um) Joule de um produto ou
servico. Sua unidade € o emjoule solar por Joule (seJ/J) (ODUM, 1996);

Emergia especifica: a quantidade de emergia requerida para fazer uma unidade de massa de
um produto ou servi¢o. Usualmente, a unidade da emergia especifica é seJ/g (Brown e Ulgiati,
2004) e

Emergia por unidade monetéria: a quantidade de emergia requerida para gerar uma unidade
econbmica. A unidade da razdo emergia por dinheiro é seJ/$ (geralmente expresso em ddlar,
USD (Brown e Ulgiati, 2004).

As UEVs ou as transformidades estdo diretamente associadas ao conceito de qualidade

de energia, apresentado por Odum (1973), como:

Energia é medida em calorias, BTUs, quilowatt, horas e em outras unidades, mas a energia
tem uma escala de qualidade que ndo pode ser indicada por essas medidas. A capacidade de
realizar trabalho para o homem depende da quantidade e da qualidade da energia, e essa é
medida pela quantidade de energia de um menor grau necessaria para desenvolver outra de
maior grau. A escala de energia € diluida da luz solar até a matéria vegetal —o carvao — do
carvdo para o petroleo — eletricidade— e da eletricidade até os grandes esforcos dos
computadores para o processamento da informacdo humana (Odum, 1973).
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A qualidade de energia esta diretamente associada ao conceito de hierarquia de energia
que é utilizado para explicar o trabalho da natureza e da sociedade, o que resulta nas
transformaces de energia. Quando analisado em sua totalidade, os sistemas naturais e sociais
estdo interconectados em redes de fluxos de energia. Nesse conceito, todos os fluxos de
transformaces de energia da geobiosfera podem ser organizados de acordo com a hierarquia
de energia, no qual muitos joules de energia solar sdo necessarios para obter um joule de
material organico, muitos joules de material organico sdo necessarios para obter um joule de
combustivel fossil, varios joules de combustivel fdssil sdo necessarios para obter um joule de
eletricidade e assim por diante (Brown e Ulgiati, 2004). A Figura 4 apresenta um exemplo dessa

rede hierarquica de energia.

Niveis Hieramuicos

., M
N

Processos Paralelos =

Figura 4. Hierarquia de energia
Legenda: A,B,C,D e E simbolizam produtores; J,K,L,S,T e Z simbolizam consumidores.
Fonte: adaptado de Odum (1996).

3.1.1 Etapas para o processo de avaliagdo ambiental com base na sintese em emergia

Nas proximas subsecBes sdo exemplificados os procedimentos metodol6gicos para

aplicacdo da contabilidade ambiental em emergia.

3.1.1.1 Primeira etapa: construcédo do diagrama de energia

Elaborar o diagrama de energia € uma etapa fundamental na avaliagdo em emergia.
Odum (1996) desenvolveu uma linguagem de simbolos especificos (Anexo 1) para essa
finalidade. Inicia-se pelo desenho da janela do sistema que ird limitar seu objeto de estudo
(definindo espaco e tempo). A janela do sistema é representada por um retangulo. A préxima
etapa € a identificacdo de todas as fontes externas de energia e materiais que contribuem para o

processo, cruzando as fronteiras do sistema. Essas fontes de energia sdo representadas por
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circulos e ordenadas de acordo com o principio da hierarquia de energia, da esquerda para a
direita, com base no valor de sua UEV. Em seguida, 0s processos internos podem ser
adicionados, considerando interacdes de fluxos, processos de retroalimentacdo e fluxos de
producdo (que saem do sistema em anélise). Finalmente, todos os simbolos podem ser entdo
conectados, indicando fluxos de energia em um processo dindmico. A Figura 5 apresenta um
diagrama genérico de energia. Observa-se que da esquerda para a direita estdo simbolizadas as
principais fontes de energia do sistema. Elas estdo dispostas seguindo os principios da
hierarquia de energia. A janela do sistema é simbolizada pelo retangulo que separa as fontes
externas dos processos internos ao sistema. Algumas fontes de energia interagem entre si
formando estoques. Como saida do sistema tem-se a producgdo de bens e servicos. Na parte
inferior do diagrama encontra-se 0 sumidouro de energia, que representa a perda de energia

decorrente das transformagdes internas do sistema (2.2 Lei da Termodinamica).

Fonte de Fonte de
energia | -———----—- energia
03 n

Fonte de
energia
02

Fonte de
energia
01

Emergia total

Y = R+N+F
Produtor .
4/ Sociedade L
Albedo Bens ou Servigos

L Janela do sistema

!

Figura 5. Diagrama genérico de energia
3.1.1.2 Segunda etapa: construcéo da tabela de emergia

A partir do diagrama de energia do sistema, a proxima etapa consiste na elaboracéo da
tabela de avaliacdo em emergia. Cada fluxo de energia que entra pela fronteira do sistema é
representado por uma linha na tabela. Os fluxos de energia sdo agrupados de acordo com suas
categorias, sendo que primeiro sao apresentados os fluxos de fontes renovaveis (R), em seguida

as fontes ndo renovaveis (N), e por Gltimo, as fontes provenientes da economia (F). A Gltima
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linha da tabela apresenta o valor total em emergia do sistema (seJ). A Tabela 1 apresenta um
modelo utilizado para a avaliacdo de emergia, enquanto a Tabela 2 apresenta a descricao

detalhada de cada uma das colunas.

Tabela 1. Modelo de tabela de avaliagdo em emergia

Item Descricdo Unidade Quantidade UEV Referéncia Er(r;eerjg)]ia
Renovaveis (R)

Item i

Item it"

Né&o renovaveis (N)
Item i
Item it"
Recursos da economia (F)
Item i
Item ith
Emergia total

Emergia total (YY)

Tabela 2. Descricao das colunas da tabela de avaliagdo em emergia

Coluna Descricdo
| Numeracdo ordenada dos fluxos de entrada. Importante para localizar no memorial de
tem
calculo seus valores brutos, referéncias, e procedimentos de calculo.
o Descricdo do fluxo de entrada. O nome dos fluxos deve estar de acordo com o diagrama
Descricio ]
de energia.
Apresenta a unidade padrdo do fluxo. Usualmente utiliza-se energia (J) e massa (g). A
Unidade unidade monetaria ($) também é utilizada, mas somente para representar mao de obra e/ou
Servicos.
Quantidade Apresenta a quantidade de cada fluxo que entra no sistema.
UEV Apresenta os valores unitarios de emergia de cada item da tabela.
Referéncia Apresenta a referéncia da UEV.
Apresenta o fluxo de emergia de cada item. Esse fluxo é obtido pela multiplicagdo da
Emergia (seJ) coluna quantidade pela coluna UEV. A soma desta coluna resulta na emergia total

demandada pelo sistema.

Nessa etapa deve ser escolhida a baseline a ser utilizada, que é o suporte anual ambiental
da geobiosfera em termos de emergia solar (seJ). Considerando os valores existentes em
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literatura especifica e utilizados pela comunidade cientifica que trabalha com emergia, neste

trabalho é considerado o valor 15,83E+24 seJ/ano como calculado por Odum et al. (2000).

3.1.1.3 Terceira etapa: calculo dos indices em emergia

A terceira etapa do processo de avaliagdo em emergia consiste no célculo dos indices.
A Tabela 3 mostra os indices em emergia utilizados na avaliagdo de diferentes aspectos do
sistema sob a Optica da emergia. Todos os indices utilizam a mesma nomenclatura do diagrama
de energia (Figura 5) e da tabela de avaliacdo em emergia (Tabela 1).

Tabela 3. indices em emergia

Indicador Descricdo Equacéo

UEV Valor _unitério em emergi_a (Unit Emergy Value): é~ a‘razao en~tre a UEV = R+N+F
emergia total do sistema (input — R+N+F) em relacdo a producdo do

(Odum, 1996)  sjstema (output - Ep). Ep
Razdo de rendimento em emergia (Emergy Yield Ratio): é a razdo entre
EYR a emergia total do sistema (R+N+F) e os recursos oriundos da  EYR = (R+N+F)
(Odum, 1996) economia (F). Indica a capacidade do sistema em explorar 0s recursos =
locais e torna-los disponiveis a sociedade.
LR s fecuraos o renoviels (M) ¢ ca economia () em relagtosos R = (V)
(Odum, 1996) ¢ R

renovaveis (R). Avalia a carga ambiental do sistema.

Razdo de investimento em emergia (Emergy Investiment Ratio): é a
EIR razdo entre os recursos oriundos da economia (F) em relacdo aos EIR=F
recursos renovaveis e ndo renovaveis (R+N). Um valor menor que 1

(Odum, 1996) indica que o meio ambiente prové mais recursos para o sistema do que (R+N)
a economia.
0 % Renovabilidade: é a razdo entre os recursos renovaveis (R) em oD —
%R relacdo a emergia total do sistema (R+N+F). Quanto maior o valor mais %R = —R
(Odum, 1996) <% g ' (R¥N+F)

sustentavel é o sistema, pois demanda mais recursos renovaveis.

indice de sustentabilidade ambiental (Environmental Sustainability
ESI Index): é a razdo entre o rendimento em emergia (EYR) pela carga _
X : e ) J ESI =EYR
(Brown e ambiental (ELR). Valores abaixo de 1 indicam sistemas néo =R
Ulgiati, 1997) sustentaveis em longo prazo, moderado entre 1 e 5 e sistemas
sustentaveis quando o valor é superior a 5.

Percebe-se que os indices apresentados na Tabela 3 sdo calculados pelas relages
algébricas entre os recursos R, N, e F. Os recursos naturais R e N sdo amplamente encontrados
em sistemas naturais, agricolas, ou em outros localizados mais a esquerda na cadeia hierarquica
de energia. Por outro lado, para sistemas localizados mais a direita na escala de energia (como
0 sistema estudado nesta dissertacdo), os recursos naturais sao despreziveis ou inexistentes, o
que impossibilita o calculo dos indices em emergia tradicionais como apresentados na Tabela
3. Isso poderia ser contornado se a abordagem das renovabilidades parciais, como sugerido por

Tiezzi e Marchettini (1999) fosse utilizada, na qual todos os fluxos da economia carregam
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consigo uma porcentagem de renovabilidade. Porém, o objetivo deste trabalho néo é avaliar a
sustentabilidade dos DCs, mas sim discutir sobre sua eficiéncia em emergia e energia,
apontando qual sistema consegue converter os recursos utilizados em maior quantidade de
servicos providos. Desta forma, buscou-se aqui indices que relacionam o custo em emergia e
energia com unidades funcionais que representam as vantagens (recursos computacionais) de

um sistema frente ao outro.

Encontrar unidades funcionais que podem ser utilizadas para comparar infraestruturas
de TI ndo é algo simples. Stiel e Teuteberg (2014) apontam que em outras areas do
conhecimento essas unidades sdo facilmente encontradas, como por exemplo quilowatt-hora
(kWh) em processos de produgdo de energia elétrica, tempo (hora, minuto, segundo) para
avaliar fluxos, massa (g, kg,) para estudar outros sistemas de producdo. Entretanto, ndo ha
unidades funcionais especificas para Tl (Ardito et al., 2014). As mais comuns séo o Floating
Point Operations Per Second (FLOPS) e o Millions of Instructions Per Second (MIPS) que
avaliam o poder de processamento dos computadores. Aferir essas unidades requer o uso de
aplicativos especificos, como o Linpack, tarefa que ndo é possivel de ser feita nos sistemas em
estudo devido a restricdo de acesso. Além disso, a diferenca de concepgdo entre os sistemas
podem apresentar discrepancias que impossibilitam a comparacéo, isto €, a quantidade de
operagdes de ponto flutuante (FLOPS) da cloud pode ser maior do que a do Legado, uma vez
gue nesse tipo de sistema os n6s compartilham processamento, memoria, barramentos, entre
outros. Entretanto, Pal (2008) afirma que sistemas de T1 possuem funcionalidades semelhantes,
como 0 armazenamento e o nimero de maquinas virtuais ofertadas. Essas unidades podem ser
facilmente obtidas para os dois sistemas. Apesar dessas unidades funcionais ndo espelharem o
poder real de processamento, elas indicam o real beneficio aos usuarios de uma estrutura em
relacdo a outra.

A razdo entre emergia total utilizada pelo sistema e 0s servi¢cos computacionais
disponiveis aos usuarios (armazenamento e maquinas virtuais) vai ao encontro a definicao de
ecoeficiéncia, criada pelo World Business Council for Sustainable Development (WBCSD) no
que tange a disponibilizacdo de um recurso com menor carga ambiental. Segundo o WBCSD
(2012), a ecoeficiéncia é alcancada entregando bens e servicos a precos competitivos,
satisfazendo as necessidades humanas e reduzindo progressivamente o impacto ambiental.
Desta forma, conforme detalhado na Tabela 4, indices de ecoeficiéncia e eficiéncia energética
séo utilizados nesse estudo para comparar os dois sistemas de Tl: Legado e CloudUSP.
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Tabela 4. Unidades funcionais e indices utilizados nesse trabalho

indice Descricio Categoria

Unidades funcionais

VM Maquina virtual (Virtual Machine): é a quantidade de maquinas
virtuais apresentadas aos usuarios por cada estrutura estudada. A
quantidade total varia de acordo com a configuracdo de cada VM e com
0s recursos de cada estrutura.

Bytes Bytes: é a quantidade de espaco disponivel para armazenamento de
informacdes pelas estruturas.

Iindices de ecoeficiéncia e eficiéncia energética

seJ/VM Emergia/VM: é a razdo entre a emergia total do sistema (Y) pelo
nimero de maquinas virtuais ofertadas (VM). Valores abaixo de um
valor de referéncia indicam um sistema mais eficiente no uso de
emergia para prover maquinas virtuais.

selJ/Byte Emergia/byte: é a razdo entre a emergia total do sistema (Y) pela
quantidade de espaco disponivel pelo sistema (bytes). Valores abaixo
de um valor de referéncia indicam um sistema mais eficiente no uso de
emergia por unidade de armazenamento.

kWh/VM Quilowatt-hora/\VM: € a razdo entre o consumo de energia de cada
estrutura (kWh) pelo nimero de maquinas virtuais ofertadas (VM).

Unidade funcional

Unidade funcional

Ecoeficiéncia

Ecoeficiéncia

. S . S Eficiéncia
Indica a eficiéncia no consumo de energia para prover maquinas -
. . ; PTTRE energetica
virtuais, no qual valores abaixo de um valor de referéncia indicam
maior eficiéncia.
kWh/bytes Quilowatt-hora/bytes: é a razdo entre o consumo de energia de cada
estrutura (kWh) pela capacidade de armazenamento (bytes). Indica a Eficiéncia
eficiéncia no consumo de energia por unidade de armazenamento, no energetica

qual valores abaixo de um valor de referéncia indicam maior eficiéncia.

3.2 Objeto de estudo: Universidade de S&o Paulo — USP

Criada em 1934, a Universidade de Séo Paulo (USP) é uma das trés universidades
estaduais mantidas pelo governo do estado de Sdo Paulo. Em 2013, de acordo com os dados
estatisticos publicados pela institui¢éo, ela possuia cerca de 92 mil alunos matriculados em seus
diversos cursos de graduacdo e pos-graduacdo. Seu parque computacional era composto por
quase 86 mil equipamentos, alocados em diversos setores e que englobavam servidores de rede,
computadores pessoais, estacoes de trabalho, equipamentos de rede, equipamentos de energia,

dispositivos moveis entre outros.

Inicialmente, todo o parque de servidores de rede estava distribuido entre os diversos
departamentos da universidade que mantinham sua propria infraestrutura de DC e equipe de
manutencdo. Em 2012, a universidade possuia 144 DCs, que juntos contabilizavam 1.425
servidores de redes, além de outros dispositivos necessarios para o seu funcionamento, como
switches, roteadores e no-breaks. Esta estrutura de Tl foi denominada como Legado neste
trabalho.
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Com um orcamento estimado em R$ 100 milhdes, a USP iniciou no ano de 2012 um
projeto de computacdo em nuvens denominado CloudUSP, que tem por finalidade agrupar
todos os 144 DCs em uma Unica unidade gestora, reduzindo assim o nimero de equipamentos
de TI, o consumo de energia e centralizando a gestao dos servigos. Essa nova unidade gestora
recebeu o nome de Departamento de Tecnologia da Informacdo (DTI). Devido & reducéo no

consumo de energia dessa nova estrutura, ela tem sido considerada “verde”.

3.3 Fonte de dados

Os dados brutos utilizados para avaliacdo da CloudUSP (tabelas 5 e 6) foram coletados
in loco por meio de visitas a universidade e em reunides com a sua equipe de gestdo. Relatérios
com os Part Numbers de cada equipamento foram considerados e compilados, em seguida,
estes dados foram enviados a equipe de gestdo da CloudUSP para validacdo. Dados sobre o
consumo de energia elétrica (incluindo equipamentos computacionais e sistema de

refrigeracdo) foram estimados a partir das especificagdes técnicas fornecida pelos fabricantes.

Para o Legado, devido ao acordo de sigilo entre os departamentos da universidade e o
DTI, dados primarios utilizados neste estudo (Tabela 5) foram obtidos a partir de dados macro
oferecidos pelo DTI em relatorios ndo publicados. O consumo de energia elétrica dos sistemas
de refrigeracao foi estimado com base em um aparelho de ar condicionado capaz de atender a
demanda de uma sala de 16,6 m2, espaco estimado necessario para armazenar 0s equipamentos
(aproximadamente 10 computadores por DC). O consumo de energia dos equipamentos foi

obtido de relatérios ndo publicados da universidade.

Tabela 5. Dados obtidos in loco dos sistemas estudados

Item Legado CloudUSP
Nimero de DC 144 2 (n+1)*
Numero de servidores fisicos 1.425 512
CPUs 6.062 1.024
NUmero de cores 12.124 9.984
Numero de maquinas virtuais 5.700 7.200
Memoéria total (TB) 26 246
Armazenamento (TB) 2.188 10.435
Consumo total anual de energia (kWh/ano) 9.530.880 5.956.800

* Recursividade, indicando que um DC é backup do outro



Tabela 6. Dados de equipamentos existentes na CloudUSP

31

Part Number Item Quantidade
FAS6200 Storage empresarial netApp 8
DS4243 NetApp Disk Shelves and Storage Media 242
N7K-C7010 Chassi — Switch 4
N7K-SUP1 Cisco Nexus 7000 M1-Series 48-Port Gigabit Ethernet Modules 8
N7K-C7010-FAB 2  Cisco Nexus 7000 Switches Fabric-2 Modules 4
N7K-F132XP-15 Cisco Nexus 7000 F1-Series 32-Port 8
N7K-M132XP-12L  Cisco Nexus 7000 F1-Series 32-PortCisco Nexus 7000 M1-Series 32-
L 16
Port 10 Gigabit
N7K-M148GS-11L  Cisco Nexus 7000 M1-Series 48-Port Gigabit Ethernet Modules - SFP 4
module
N7K-M148GT-11L  Cisco Nexus 7000 M1-Series 48-Port Gigabit Ethernet Modules 4
UCS-FI-6296UP Cisco UCS 6296UP 96-Port Fabric Interconnect 6
UCS-FI-6140UP Cisco UCS 6140UP 40-Port Fabric Interconnect 4
n.d. Cisco ASR 9006 Router 2
n.d. Cisco Firewall ASA5585-SSP-40 4
n.d. Blade Server 200/230 512

n.d. = ndo disponivel

Adicionalmente aos dados coletados na USP, a Tabela 7 apresenta as transformidades e

UEVs utilizadas neste trabalho. As UEVs e transformidades dependem dos materiais e da

energia utilizada nas diversas etapas necessarias para obtencdo dos produtos ou servigos. Por

este motivo variam de acordo com a matéeria prima selecionada, com o tipo de energia

empregada na producdo e com a eficiéncia do sistema produtivo.

Tabela 7. Valores e referéncias das UEVs utilizadas nesse trabalho

: UEV L
Item Unidade (seJlunidade) Referéncias
Eletricidade J 5,87E+04 Brown e Ulgiati, 2002
Vidro g 2,77E+07 Odum, 2000
Cal g 1,68E+09 Odum, 1996
Pedra g 1,68E+09 Odum, 1996
Areia g 1,68E+09 Odum, 1996
Cobre g 3,00E+09 Cohen et al., 2004
Placa de circuito g 3,00E+09 Ulgiati e Brown, 2002
Cimento g 3,04E+09 Pulselli, 2008
Aco g 3,16E+09 Bargigli e Ulgiati, 2003
Tijolo g 3,36E+09 Odum, 1996
Plastico g 9,68E+09 Buranakarn, 1998
Computadores g 8,90E+10 Apéndice B
M@ao de obra usD 3,40E+12 NEAD, 2008
Razdo emergia por $ do Brasil em 2008 USD 3 40E+12 NEAD. 2008

(seJ/PIB em dolar)

Baseline: 15.83E+24 seJ/ano (Odum et al., 2000); todas UEVs nao incluem Labor&Services
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4 Publicagfes

Como esta dissertacao foi elaborada em forma de artigos, este capitulo faz um resumo
dos dois artigos elaborados durante a pesquisa, mostrando os resultados obtidos e indicando as
principais dificuldades encontradas.

4.1 Primeiro artigo

O primeiro artigo que compdem esta dissertagdo consistiu ha comparacdo entre duas
infraestruturas de T1 de institui¢cGes de ensino distintas. A primeira, o Centro de Processamento
de Dados (CPD) do Instituto Federal de Educacao, Ciéncia e Tecnologia do Sul de Minas Gerais
— Campus Inconfidentes (IFSULDEMINAS), é uma estrutura que nao utiliza os conceitos e as
tecnologias da computacdo em nuvens. A nomenclatura CPD foi utilizada pois essa estrutura
ndo utiliza os conceitos basicos aplicados a um DC, como por exemplo, a disposicdo de
maquinas em corredores frios e quentes, a utilizacdo de cabeamento estruturado, a redundancia
no fornecimento de comodities, (energia e telecomunicacdo), entre outros. A segunda,
localizada na Universidade de Campinas (UNICAMP), € um conjunto de equipamentos de Tl,
que estdo localizados dentro de um DC, e que utilizam os conceitos e tecnologias da

computagcdo em nuvens.

Apos coletar os dados em cada uma das instituicdes, a sintese em emergia foi aplicada
para estimar a demanda total de emergia de cada sistema. Esses sistemas foram comparados
com base no numero estimado de usuarios atendidos e no poder de processamento, mais
especificamente: i) benchmarks; ii) operacdes de ponto flutuante; iii) operagdes de nimeros
inteiros. Além desta comparacdo, um estudo da eficiéncia energética de cada sistema foi

realizado.

Os resultados deste primeiro artigo foram apresentados no 4th Advances in Cleaner

Production. O artigo na integra esta disponivel no Apéndice A.

4.1.1 Consideracdes sobre o primeiro artigo

Os resultados finais deste primeiro estudo mostraram que a nuvem da UNICAMP
demanda menos emergia do que o CPD do IFSULDEMINAS, porém, no desenvolver do
trabalho observou-se que os dois sistemas ndo ofertavam servicos equivalentes de TI, muito
menos atendiam a publicos semelhantes. O CPD do IFSULDEMINAS foi estruturado para
atender a todos os usuarios do campus, enquanto a nuvem da UNICAMP era responsavel por

manter no ar o sistema académico e outros aplicativos responsaveis pela gestdo da universidade.
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Além disso, as unidades funcionais utilizadas para comparar os dois sistemas (poder de
processamento e numero de usuarios) foram estimados com base em sites que avaliaram
sistemas iguais ou equivalentes aos estudados e no total de usuarios estimados em cada
instituicdo. Determinar os valores in loco ndo foi possivel devido as restricdes de acesso a cada

sistema.

Outro ponto observado neste trabalho foi a auséncia da UEV representativa dos
computadores. Na literatura cientifica, trabalhos que utilizaram a mesma abordagem e que
possuiam computadores em suas tabelas de avaliacdo, estimaram os valores das UEVS com
base em outros equipamentos eletronicos (Almeida et al., 2013; considerou duas vezes o valor
da UEV de um projeto multimidia) ou como Yang et al., (2013) que nédo disponibilizou como
a UEV foi calculada.

A auséncia das UEVs, a dificuldade em determinar unidades funcionais que pudessem
comparar os sistema e a diferenga de concepcdo entre eles tornaram-se pontos cruciais que

deveriam ser superados para responder ao objetivo geral desta dissertacao.

4.2 Segundo artigo

O segundo artigo que comple esta dissertacdo estima o valor da UEV dos
computadores. A falta desse valor foi identificada no primeiro artigo. Utilizando-se a sintese
em emergia e a simulacdo de Monte Carlo, estimou-se quatro valores distintos que podem ser
utilizados: 1) 1,6E+12 seJ/g (com servico); ii) 8,9E+10 sel/g (sem servigo); iii) 3,1E+05
seJ/FLOPS (com servigo), e; iv) 1,7E+04 seJ/FLOPS (sem servico).

Os valores obtidos incluindo servi¢os englobam, de forma indireta, os gastos com
Pesquisa, Desenvolvimento e Inovacdo (PD&I) feitos pelas grandes empresas da area, pois
considerou-se o valor de mercado (preco de venda) dos equipamentos. Mesmo reconhecendo
que este valor pode ndo representar PD&I diretamente, pois engloba outros fatores como apelo
da marca, marketing, transporte, entre outros, na maioria das avaliacdes que utilizam a sintese
em emergia, esta abordagem é a mais utilizada na auséncia de informacg6es precisas sobre um

processo produtivo.

O artigo na integra esta disponivel no Apéndice B. Este trabalho foi apresentado na 8™
Biennial Emergy Research Conference, University of Florida, Gainesville, US e encontra-se

em revisdo para publicacdo no préximo volume do congresso.
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4.2.1 ConsideracOes sobre o segundo artigo

A busca por unidades funcionais para avaliar computadores mostrou que utilizar
unidades de processamento (FLOPS) ndo é uma boa medida. Teste de bancada apresentaram
valores distintos para equipamentos idénticos. Além disso, a dificuldade operacional para aferir
essas medidas, seja com base no conhecimento técnico necessario ou a dificuldade para acesso
aos equipamentos, faz com que a UEV sel/g seja considerada a melhor forma de avaliar os
computadores. Nada impede o uso da UEV seJ/FLOPS, porém, métricas bem definidas devem

ser utilizados para aferir esses nimeros.
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5 Resultados adicionais

Apos todos os obstaculos encontrados nas duas primeiras publicacdes terem sido
superados, este capitulo apresenta resultados complementares que respondem aos demais

objetivos propostos neste trabalho.

5.1 Diagrama de energia

A Figura 6 mostra o diagrama de energia dos sistemas estudados (Legado e CloudUSP),
resultado da primeira etapa do processo de avaliacdo em emergia. Nela é possivel visualizar
todas as fontes de energia (recursos) que contribuem para a implantacdo e operagdo dos
sistemas. Como ambos sdo concebidos para 0 mesmo fim (processamento e armazenamento de
informacdo), os tipos de fluxos de energia que atravessam a fronteira do sistema sd@o 0s mesmaos,

porém, em quantidades distintas.

Plastico, Qutros .
vidro e PCI @ materiais | | E'étricidade .

Infraestrutura

Aco,
cimento,
alvenaria,
etc.

\

~\---———=

Subsidios
do governo

Equipa-

' mentos de Tl

Maquina virtual e
armazenamento |

Data center

Figura 6. Diagrama de energia dos sistemas estudados
PCI = Placa de Circuito Impressa; Tl = Tecnologia da Informacéo

Internamente, o diagrama € subdividido em duas partes: uma mostrando as relacdes e
dependéncias para a formacdo de um estoque de infraestrutura e outra para a formacdo do
estoque equipamentos de TI. Os fluxos de energia direcionados para o estoque de infraestrutura
mostram 0s materiais que compdem a estrutura fisica dos DCs. Esses foram estimados com
base no trabalho de Carvalho (2010). Outros fluxos séo direcionados para o estoque de
equipamentos de TI e representam 0s principais componentes encontrados em computadores,

equipamentos de telecomunicacao e eletrénicos. Esses foram estimados com base no relatério
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da Environmental Protection Agency (EPA) publicado em 2001 (EPA, 2001). Todos os calculos

estdo disponiveis nos Apéndices C e D.

Como o objeto de estudo deste trabalho é uma universidade publica, o aporte financeiro
para mao de obra (direta e indireta) utilizada na implantacdo e manutencdo dos sistemas €
subsidiado pelos governos federal e estadual, juntamente com outros 6rgdos de fomento a
pesquisa. O fluxo monetario que entra no sistema é utilizado com os servicos e a mao de obra.
Servicos aqui se referem aos gastos com alvenaria, aquisicdo dos equipamentos e gasto com

energia elétrica.

Eletricidade, telecomunicagdes (telecom) e médo de obra séo fontes externas necessarias
para o funcionamento dos dois sistemas. A interacdo entre essas fontes e os estoques séo pré-
requisitos basicos para tornar possivel as saidas dos sistemas (recursos de TI), nesse caso,
recursos computacionais disponiveis ao usuario final. Apesar de um DC prover diversos tipos
de recursos, como por exemplo, hospedagem de sites e aplicacGes distribuidas, neste estudo sdo
considerados os recursos de armazenamento (bytes) e infraestrutura (maquinas virtuais) devido

as razdes discutidas na Metodologia.

5.2 Tabelas de avaliagdo em emergia

As tabelas utilizadas para apresentar a sintese em emergia dos sistemas estudados foram
subdivididas em sete categorias: infraestrutura, computadores, eletrénicos, telecomunicacoes,
outros, operagao e servigos. Cada categoria possui uma determinada quantidade de itens que
representam as fontes externas de recursos utilizadas por cada sistema. Na categoria
infraestrutura sdo apresentados 0s recursos de energia que compdem a estrutura fisica do prédio.
A categoria computadores contabiliza os principais equipamentos presentes no DC (servidores
de rede). As duas préximas categorias (eletrénicos e telecomunicacdes) apresentam os demais
equipamentos presentes no DC, entre eles, switches, storages, roteadores e equipamentos de
refrigeracdo. Essa divisdo em categorias foi necessaria, pois de acordo com a referéncia
utilizada para os dados primarios (EPA, 2001), cada tipo de equipamento possui quantidades
distintas de materiais, como plastico, cobre e acgo, entre outros. Na categoria outros estdo
representados os racks, que sao 0s armarios que abrigam os servidores de rede, os switches e
0s storages. Na categoria operacdo estdo contabilizados os recursos relacionados a energia
elétrica e mao de obra. Dentro dela, o item eletricidade representa a quantidade de energia
(joules) consumida pelas infraestruturas estudadas. A mao de obra direta € calculada de acordo

com a abordagem proposta por Ulgiati e Brown (2014), na qual os salarios recebidos pela
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equipe de manutencao/suporte sdo multiplicados pela relagdo seJ/PIB do Brasil, pois segundo
0s autores, a emergia necessaria para dar suporte aos diferentes niveis de educacdo e
treinamento ndo estdo bem definidos para a maioria das economias mundiais. A categoria

servigos contabiliza todos os servigos indiretos associados aos sistemas estudados.

Diferentemente de uma abordagem tradicional em emergia, na qual todos 0s servicos
sdo agrupados em um Unico item, nesse trabalho eles foram apresentados individualmente para
mostrar a real contribui¢do de cada um dentro do sistema. Nessa categoria, dois itens merecem
atencdo especial: i) custo de aquisi¢do, calculado com base no valor de aquisicdo dos
equipamentos e que representa de forma indireta os gastos com PD&I dos equipamentos e, ii)
gasto com energia elétrica, que contabiliza 0s servi¢os necessarios para geracao e transmissao

da energia elétrica no Brasil.

Além da divisdo em categorias, outra diferenca de estrutura das tabelas apresentadas
para as tradicionais € que as duas Ultimas colunas mostram a importancia de cada item dentro
do sistema, considerando e ndo considerando a categoria servigos. A primeira apresenta as
porcentagens quando a categoria servi¢os nao é considerada no calculo final da emergia dos
sistemas. A segunda apresenta as porcentagens com a categoria servi¢os sendo considerada.
Essa divisao foi feita para observar o comportamento dos sistemas e a influéncia dos servicos
dentro da contabilidade total. Isso é importante porque a inclusdo dos servigos na contabilidade,
mesmo representando o trabalho indireto para apresentar os recursos incluindo PD&I, pode
levar a valores superestimados visto que o valor de mercado esta relacionado a disposicédo a
pagar e ndo representa os custos de producdo envolvidos. Por outro lado, a ndo incluséo da
categoria servicos pode levar a valores subestimados, principalmente para sistemas localizados
a direita da escala de emergia (relacionados a tecnologia da informagéo), uma vez que PD&l,

gue consomem muita emergia, ndo estariam incluidos.

5.3 Sintese em emergia do Legado

A Tabela 8 apresenta a sintese em emergia do Legado. Ao analisar o sistema sem
considerar a categoria servigos, observa-se um custo ambiental de 4,40E+19 seJ/ano. Desse
total, aproximadamente 98% estdo localizados na categoria operacdo, que engloba os itens
eletricidade (J) e mdo de obra. Dentre esses itens, 0 mais importante € a mao de obra, que
sozinha representa 93,6% do orcamento anual em emergia. E importante lembrar que esse
calculo foi feito com base nos salarios da equipe responsavel por manutencao/suporte do DC

(Apéndice C). Os salérios foram obtidos por meio da tabela de vencimentos disponivel no site
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da universidade estudada e o numero de funcionarios com base em dados coletados in loco. As
demais categorias contribuem com aproximadamente 2% do orcamento total, no qual o item
computadores, principais equipamentos dentro de um DC, representam apenas 1,3% do total da

emergia.

Ao analisar o sistema considerando a categoria servicos, observa-se um aumento de
17,5% no orcamento anual em emergia (4,40E+19 seJ/ano vs. 517E+19 seJ/ano). A
importancia relativa das categorias no sistema permanece semelhante, ou seja, a categoria
operacao continua sendo a mais significativa para o sistema, porém, sua influéncia diminui de
aproximadamente 98% para cerca de 84%. A méo de obra continua sendo o item que mais
influéncia, atingindo 80%. O consumo de energia elétrica, considerando-se agora a quantidade
consumida em Joules e o valor gasto com os servigos de geragao/transmissdo, corresponde a
10% do total. O item relacionado ao custo de aquisicao representa 8,4% do or¢camento total. O
item computadores continua praticamente com a mesma influéncia no sistema (de 1,3% para
1,1%).
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Tabela 8. Sintese em emergia do Legado

Quantidade UEV Emergia Emergia Emergia

Item Descricdo Unidade (Unid./ano) (seJ/Un.)  (seJ/ano) sem servico com servico
() ®) © (%)@ (%)©
Infraestrutura
1 cCal g 7,98E+05 1,68E+09 1,34E+15 <1,0% <1,0%
2  Cimento g 1,15E+07 3,04E+09 3,50E+16 <1,0% <1,0%
3  Pedra g 2,66E+07 1,68E+09 4,48E+16 <1,0% <1,0%
4 Areia g 3,70E+07 1,68E+09 6,21E+16 <1,0% <1,0%
5 Tijolo g 1,23E+07 3,36E+09 4,14E+16 <1,0% <1,0%
6 Aco g 8,72E+06 3,16E+09 2,76E+16 <1,0% <1,0%
Computadores
7  Computadores g 6,56E+06 8,90E+10 5,83E+17 1,3% 1,1%
Eletrénicos
8  Plastico g 3,61E+05 9,68E+09 3,50E+15 <1,0% <1,0%
9 Aco g 5,18E+05 3,16E+09 1,64E+15 <1,0% <1,0%
10 Vidro g 481E+04 2,77E+07 1,33E+12 <1,0% <1,0%
11  Cobre g 3,61E+04 3,00E+09 1,08E+14 <1,0% <1,0%
12 PCI (cobre) g 2,41E+05 3,00E+09 7,22E+14 <1,0% <1,0%
Telecomunicacdes
13 Plastico g 1,96E+05 9,68E+09 1,89E+15 <1,0% <1,0%
14  Aco g 3,44E+04 3,16E+09 1,09E+14 <1,0% <1,0%
15 Cobre g 1,85E+04 3,00E+09 5,55E+13 <1,0% <1,0%
16  PCI (cobre) g 1,59E+04 3,00E+09 4,76E+13 <1,0% <1,0%
Outros
17  Rack (ago) g 458E+06 3,16E+09 1,45E+16 <1,0% <1,0%
Operacéo
18  Eletricidade J 3,43E+13 5,87E+04 2,01E+18 4,5% 3,9%
19 M@o de obra uUSD 1,21E+07 3,40E+12 4,12E+19 93,6% 79,7%
Emergia total sem servigos 4,40E+19 100,0%
Servigos
20  Alvenaria (itens 1-6) uUsD 4,71E+04 3,40E+12 1,60E+17 <1,0%
21  Custo de aquisigdo
(itens 7-17) usb 1,26E+06 3,40E+12 4,28E+18 8,3%
22 Eletricidade (item 18) usD 9,53E+05 3,40E+12 3,24E+18 6,3%

Emergia total com servigos 5,17E+19 100,0%
PCI —Placa de Circuito Impressa; (a) Memorial de calculo no Apéndice C; (b) Tabela 7 deste trabalho; (c) Emergia
(seJ/ano) = Quantidade (Un./ano) X UEV (selJ/ano); (d) Emergia sem servicos (ndo considera os itens 20, 21 e 22);
(e) Emergia com servigos (considera todos os itens da tabela)

5.4 Sintese em emergia da CloudUSP

A Tabela 9 apresenta a sintese em emergia da CloudUSP. Desconsiderando a categoria
servicos, observa-se uma emergia total de 5,02E+18 sel/ano, cujo valor corresponde a
aproximadamente 11% da emergia total do Legado. Ao analisar as categorias individualmente,
observa-se um comportamento semelhante ao encontrado no Legado, com a categoria operagéo
sendo a mais representativa do sistema e contribuindo com aproximadamente 98% do
orcamento total em emergia. Analisando os itens que a compdem (eletricidade e mao de obra),
observa-se também o mesmo comportamento, ou seja, a mdo de obra € o item que mais contribui
para a emergia do sistema (72,5%), porém, em valores absolutos ela é 91% menor comparada
ao Legado (1,07E+06 USD/ano vs. 1,21E+07 USD/ano). Esses valores corroboram com uma

das vantagens da computac¢do em nuvens apresentada por Sultan (2010), no qual o custo com a
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migracdo de uma infraestrutura para as nuvens pode reduzir os gastos com méo de obra devido
a uma menor demanda de funcionarios. A eletricidade aparece como 0 segundo item mais
representativo, aproximadamente 25,1%. Apesar da alta representatividade desse item na
emergia total do sistema, o consumo de eletricidade da CloudUSP é 37% menor comparado ao
Legado (2,14E+13 J/ano vs. 3,43E+13 J/ano). Esse resultado corrobora com os estudos de
Accenture (2011), no qual a computacao em nuvens pode reduzir o consumo de energia elétrica
entre 30% e 90%. Os demais itens apresentam comportamento semelhante ao do Legado, sendo

gue os computadores contribuem com 1,5% na CloudUSP.

Considerando a categoria servicos no calculo da emergia, o orcamento anual da
CloudUSP aumenta aproximadamente em sete vezes (5,02E+18 selJ/ano para 3,59E+19
seJ/ano). Diferentemente do Legado, no qual apos considerar 0s servi¢cos o comportamento das
categorias ndo se altera, na CloudUSP observa-se uma alteragéo, pois a categoria servigos torna-
se a mais representativa do sistema (aproximadamente 86%), seguida pela categoria operacéo
com 13,6%. Analisando os itens separadamente observa-se o grande impacto do custo de
aquisicdo no sistema, pois sozinho contribui com mais de 80% da emergia total do sistema. Em
numero absolutos esse valor é cerca de seis vezes superior ao investido no Legado, o que sugere
com base na abordagem aplicada nesse trabalho, que os equipamentos presentes na CloudUSP
demandam maior investimento em PD&I do que os do Legado, ou que seu valor de mercado
estdo superestimado em relacdo ao custo real de sua producdo, no qual a disposicdo a pagar

inclui também o custo subjetivo da marca.



41

Tabela 9. Sintese em emergia da CloudUSP

Quantidade UEV Emergia Emergia Emergia
Item Descricdo Unidade (Unid./ano) (seJ/Un.) (seJ/ano) sem servico com servico
@ ®) © (%)@ (%)©
Infraestrutura
1 Cal g 9,85E+04 1,68E+09  1,65E+14 <1% <1%
2 Cimento g 1,42E+06 3,04E+09  4,32E+15 <1% <1%
3 Pedra g 3,29E+06 1,68E+09  552E+15 <1% <1%
4 Areia g 4,56E+06 1,68E+09 7,66E+15 <1% <1%
5 Tijolo g 1,52E+06 3,36E+09  5,11E+15 < 1% <1%
6 Aco g 1,08E+05 3,16E+09 3,40E+14 <1% <1%
Computadores
7 Blade Server 200/230 g 8,36E+05 8,90E+10  7,44E+16 1,5% <1%
Eletrénicos
8 Plastico g 7,80E+05 9,68E+09  7,55E+15 <1% <1%
9 Aco g 1,12E+06 3,16E+09 3,53E+15 <1% <1%
10 Vidro g 1,04E+05 2, 77TE+Q7 2,88E+12 <1% <1%
11 Cobre g 7,80E+04 3,00E+09  2,34E+14 <1% <1%
12 PCI (cobre) g 5,20E+05 3,00E+09  1,56E+15 <1% <1%
Telecomunicacdes
13 Plastico g 1,79E+05 9,68E+09  1,73E+15 <1% <1%
14 Aco g 3,14E+04  3,16E+09  9,92E+13 <1% <1%
15 Cobre g 1,69E+04 3,00E+09  5,07E+13 <1% <1%
16 PCI (cobre) g 1,45E+04 3,00E+09  4,35E+13 <1% <1%
Outros
17 Rack (aco) g 3,90E+06 3,16E+09  1,23E+16 <1% <1%
Operacéo
18 Eletricidade J 2,14E+13 5,87E+04  1,26E+18 25,1% 3,5%
19 Maéo de obra uUsD 1,07E+06 3,40E+12  3,64E+18 72,5% 10,1%
Emergia total sem servico 5,02E+18  100,0%
Servigos
20 Alvenaria (itens 1-6) uUsD 5,81E+03 3,40E+12  1,97E+16 <1%
21 Custo de aquisi¢do
(itens 7-17) usD 8,49E+06 3,40E+12  2,89E+19 80,3%
22 Eletricidade (item 18) usD 5,96E+05 3,40E+12  2,03E+18 5,6%
Emergia total com servico 3,59E+19 100,0%

PCI —Placa de Circuito Impressa; (2) Memorial de calculo no Apéndice C; (b) Tabela 7 deste trabalho; (c) Emergia
(seJ/ano) = Quantidade (Un./ano) X UEV (seJ/ano); (d) Emergia sem servicos (ndo considera os itens 20, 21 e 22);
(e) Emergia com servigos (considera todos os itens da tabela)

5.5 Indicadores de ecoeficiéncia e eficiéncia energética

Analisar os dois sistemas com base apenas no orgamento anual em emergia mostra
apenas qual deles demanda mais ou menos emergia para sua implantacdo e manutencao, mas
ndo indica a eficiéncia na entrega de servicos aos usuarios finais. Dessa forma, baseando-se nas
unidades funcionais apresentadas na Metodologia, a ecoeficiéncia dos sistemas foi calculada.
A Tabela 10 apresenta a emergia total dos dois sistemas estudados (Legado e CloudUSP), suas
capacidades em disponibilizar maquinas virtuais e unidades de armazenamento e 0 consumo
direto de energia elétrica para operacdo. Nesta tabela, é possivel visualizar que a CloudUSP

consome 37% menos energia elétrica do que o Legado.
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Tabela 10. Emergia, consumo de eletricidade, capacidade de armazenamento e disponibilidade de maquinas
virtuais do Legado e da CloudUSP

Emergia dos sistemas Unidades funcionais Consumo de
Sem servicos Com servicos Armazenamento '\6?23;?25 energia (kWh/ano)
(seJ/ano) (seJ/ano) (Terabyte, TB) (unidades)
Legado 4,40E+19 5,17E+19 2.188 5.700 9.530.880
CloudUSP 0,50E+19 3,59E+19 10.435 7.200 5.956.800

A Figura 7 apresenta uma comparacdo grafica dos dois sistemas estudados
desconsiderando a categoria servi¢os. Todos os indicadores do Legado foram considerados
parametros de referéncia e receberam peso um. Os mesmos indicadores da CloudUSP foram
obtidos pela razdo entre o seu valor e o equivalente no Legado. Analisando a Figura 7, percebe-
se como o0 ambiente de computacdo em nuvens possui melhores indicadores comparado aos do
Legado. O orcamento anual em emergia da CloudUSP é 89% menor, quando comparado ao
Legado. Nos indicadores de ecoeficiéncia (seJ/VM e sel/byte) é encontrado um comportamento
semelhante. A demanda em emergia por maquina virtual da CloudUSP é 91% menor do que no
Legado, enquanto a demanda por bytes armazenados é 98% inferior. Ao analisar a eficiéncia
energética, percebe-se que a CloudUSP consome menos energia elétrica por maquina virtual
(51% a menos) e por bytes armazenados (87%). Esses resultados mostram maior eficiéncia em
TI da CloudUSP frente ao Legado e vdo ao encontro com a eficiéncia em TI apontada por
Marston et al. (2011).

Emergia
sel/ano

Eficiéncia Energética Ecoeficiéncia

kWh/byte seJ/VM
Eficiéncia Energética) $Ecoeficiéncia
kWh/VM sel/byte

—&— Legado eeelee Cloud

Figura 7. Comparacéo gréfica da CloudUSP e Legado, considerando demanda de emergia, ecoeficiéncia e
eficiéncia energética calculados sem contabilizar a categoria servigos

Considerando a categoria servigos, a Figura 8 mostra um comportamento diferente ao
da Figura 7, principalmente para os indicadores seJ/ano e seJ/VM. A CloudUSP continua sendo

mais eficiente que o Legado em relacdo a demanda em emergia, porém a sua eficiéncia é
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reduzida de 89% para 31%. Isso pode ser explicado pela elevada emergia do item custo de
aquisicdo dos equipamentos existentes na CloudUSP. Esse aumento no orcamento anual em
emergia provoca uma reducao da ecoeficiéncia dos indicadores seJ/VM (de 91% para 45%) e
seJ/byte (de 98% para 85%). O consumo de energia elétrica continua inalterado, pois a categoria

servigos néo influencia na quantidade de eletricidade consumida pelos sistemas.

Emergia
sel/ano

Eficiéncia Energética Ecoeficiéncia

kWh/byte sel/VM
Eficiéncia Energética) $Ecoeficiéncia
kwh/VM sel/byte

—t— | egado - B -Cloud

Figura 8. Comparacao gréafica da CloudUSP e Legado, considerando demanda de emergia, ecoeficiéncia e
eficiéncia energética calculados contabilizando a categoria servicos

5.6 Green IT e sustentabilidade de TI

Murugesan (2008) definiu Green IT ou TI verde como sendo o estudo e a pratica de
projetar, fabricar, utilizar e descartar computadores, servidores e dispositivos associados
(monitores, impressoras, dispositivos de armazenamento e de redes) de forma eficiente e eficaz,
com minimo ou nenhum impacto sobre o meio ambiente. Brundtland (1987) definiu
sustentabilidade como sendo o desenvolvimento que satisfaz as necessidades do presente sem
comprometer a capacidade das futuras geracGes de satisfazerem as suas proprias necessidades.

Uma relacdo entre as duas defini¢fes pode ser feita no momento em que as préaticas de
Green IT buscam um equilibrio entre os sistemas naturais (meio ambiente) e 0s sistemas feitos
pelo homem, nesse caso, data centers. Tal equilibrio deveria estar presente em todas as fases
de projeto, implantacdo, operacao e descarte de um novo DC, porém, o que normalmente se
encontra na literatura cientifica relacionada € a associagdo do termo Green IT com a reducéo
do consumo direto de energia elétrica e emissdes de CO2, como visto no Referencial tedrico. O
problema desses estudos é que todos estdo focados apenas na fase de utilizagcdo dos sistemas,

sem levar em consideracdo o projeto, a fabricacdo e o descarte dos equipamentos.
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Se a andlise de ambos os sistemas aqui estudados for feita com base no consumo direto
de energia, como apesentado pela literatura, pode-se considerar que a CloudUSP é mais verde
do que o Legado, pois sua infraestrutura consome menor quantidade de energia elétrica durante
a fase de utilizagdo. Além disso, a sua eficiéncia energética é superior, pois consome menos
energia por maquina virtual ofertada e por byte armazenado. Tais resultados corroboram com
os encontrados por Williams et al. (2014), que apresentam a reducdo no consumo de energia
elétrica e, consequentemente, a reducdo nas emissdes de CO; pelo uso de ambientes de
computacdo em nuvens comparado aos tradicionais.

Além do consumo direto de energia (kWh) e as emissdes de CO, outros indicadores
vem sendo utilizados para mensurar a eficiéncia energética de DC, entre eles, Carbon Usage
Effectiveness (CUE), Energy Reuse Factor (ERF), Data Center Infrastructure Efficiency
(DCIE). Um dos mais utilizados é o Power Usage Effectiveness (PUE), que apresenta a razao
entre o consumo total de energia elétrica da infraestrutura (equipamentos de T + infraestrutura)
e 0 consumo dos equipamentos. Apesar desse indicador ser utilizado pelo Green Grid
Consortion, 6rgao que avalia e classifica os 500 DCs mais eficientes do mundo, ele esta
diretamente associado a fase de utilizacdo, desconsiderando as demais.

Entretanto, ao utilizar a sintese em emergia para classificar os sistemas com base nos
conceitos de Green IT, ndo sé a fase de utilizacdo é considerada, mas também a de projeto e
fabricacdo, contabilizada indiretamente pelos itens custo de aquisicdo e alvenaria. No
orcamento anual em emergia, expresso em emjoules solares (seJ), todas as contribuicdes do
meio ambiente para obtencdo dos servigos computacionais sdo contabilizadas. Analisando o
valor encontrado em cada sistema, pode-se dizer que a CloudUSP aqui avaliada é mais verde
do que o Legado, pois requer menos recursos.

A avaliacdo da ecoeficiéncia dos sistemas, considerando ou ndo a categoria servicos,
aponta para o mesmo resultado, ou seja, a CloudUSP pode ser considerada mais verde do que
0 Legado. Essa consideracdo baseia-se no menor custo ambiental por maquina virtual ofertada
e por byte armazenado. Esses resultados vao de encontro aos achados de Marston et al. (2011),
no qual o uso eficiente de recursos computacionais € uma das ideias encapsuladas pelo conceito
de Green IT.

Em resumo, com base nas fases avaliadas (projeto, fabricacdo e utilizacdo) e nos
resultados obtidos, pode-se considerar o0 ambiente em computagcdo em nuvens aqui estudado -
CloudUSP - como sendo mais verde do que o tradicional — Legado. Para fortalecer ainda mais

esta consideracdo, uma analise dos descartes de cada equipamento presente em cada sistema
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deveria ser considerada. Tal analise pode ou ndo apontar um desempenho diferente dos
resultados aqui obtidos.

Em relacdo a sustentabilidade dos sistemas, Brown e Ulgiati (1997) apontam que um
dos principais problemas é modelar o célculo da interacdo entre os impactos ambientais e as
contribui¢Ges dos processos econdmicos. No intuito de quantificar a sustentabilidade, os autores
desenvolveram um indicador de sustentabilidade (Environmental Sustainability Index, ESI) que
é obtido pela razdo entre o EYR, que indica a capacidade do sistema em explorar os recursos
locais, e 0 ELR, que avalia a carga ambiental de um sistema. Porém, para que o ESI possa ser
calculado, os sistemas estudados necessitariam de recursos locais renovaveis (R) despreziveis
ou inexistentes tanto no Legado quanto na CloudUSP. Ambos os sistemas aqui estudados séo
formados exclusivamente por recursos oriundos da economia (F). Mesmo se o conceito de
renovabilidade parcial como aplicado por Bastianoni et al. (2001) fosse considerado, as
quantidades de (R) seriam insignificantes e ndo seriam capazes de apontar qual dos sistemas é
mais sustentavel. Além disso, acredita-se que sistemas de informacéo ndo séo projetados para
serem sustentaveis, mas para serem mais eficientes, tanto quanto no consumo de energia e
demanda de emergia, quanto na oferta de servicos aos usuarios. Essa eficiéncia foi avaliada
neste trabalho. Acredita-se que no contexto de sustentabilidade, o mais importante e
fundamental é a qualidade das informacGes armazenadas pelos DCs que podem auxiliar no
desenvolvimento de uma sociedade mais prospera, na qual a sustentabilidade da transmissdo da

informacdo (ou seja, a sustentabilidade do DC) seria um objetivo secundario.
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6 Conclusoes
6.1 Avaliacdo dos resultados

Este trabalho teve como uma das mais importantes contribui¢cdes para os usuarios da
metodologia em emergia, a determinagdo do valor da UEV representativo dos computadores.
Este valor foi calculado e apresentado no segundo artigo deste trabalho (Apéndice A) e é da
ordem de 8,10E+10 seJ/g sem incluir servicos e 1,60E+12 seJ/g incluindo servi¢os quando a
analise é feita com base na massa dos equipamentos, e de 1,7E+04 seJ/FLOPS sem incluir
servigos, e 3,1E+05 seJ/FLOPS, incluindo servigos no calculo.

A busca por unidades funcionais que pudessem comparar 0s dois sistemas levou ao
desenvolvimento de indicadores que representam a ecoeficiéncia dos sistemas. Esses
indicadores foram apresentados na Metodologia (seJ/VM e selJ/byte), indicando o real beneficio
de cada sistema em relacdo aos usuarios finais.

Ao avaliar os sistemas (Legado e CloudUSP) desconsiderando a categoria servicos,
obteve-se que a CloudUSP demanda 89% menos emergia em comparac¢ao ao Legado (0,50E+19
seJ/ano vs. 4,40E+19 sel/ano). Esse desempenho é reduzido quando a categoria servigos é
considerada no célculo, no qual a CloudUSP passa a demandar 31% menos emergia do que 0
Legado (3,59E+19 seJ/ano vs. 5,17E+19 seJ/ano, respectivamente).

A analise de ecoeficiéncia foi utilizada para analisar a demanda por maquina virtual e
por unidade de byte armazenado. Nesta analise, uma maquina virtual na CloudUSP demanda
91% menos emergia do que uma maquina virtual no Legado (0,69E+15 seJ/VM vs. 7,72E+15
seJ/VM). Se a categoria servicos for considerada, essa ecoeficiéncia é reduzida para 45%
(4,99E+15 seJ/VM vs. 9,07E+15 seJ/VM).

Na andlise por unidade de byte armazenado, quando ndo considerada a categoria
servicos, um byte na CloudUSP ¢é 98% mais ecoeficiente do que 0 mesmo byte armazenado no
Legado (0,05E+04 sel/byte vs. 2,01E+04 sel/byte). Considerando a categoria servicos, a
ecoeficiéncia é reduzida para 85% (0,34E+04 seJ/byte vs. 2,36E+04 seJ/byte).

Avaliando a eficiéncia energética dos dois sistemas, percebe-se que a CloudUSP
consome 37% menos energia elétrica do que o Legado (5,96E+06 kWh/ano vs. 9,41E+06
kWh/ano). O consumo energético de uma maquina virtual na CloudUSP € 51% menor do que
uma maquina virtual no Legado (0,83E+03 kWh/VM vs. 1,65E+03 kWh/VM) e um byte
armazenado na CloudUSP consome 87% menos energia do que o0 mesmo byte armazenado no
Legado (0,57E-09 kWh/byte vs. 4,30E-09 kWh/byte).
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Com base nos indicadores obtidos neste trabalho (ecoeficiéncia e eficiéncia energética),
sustenta-se a conclusédo de que a CloudUSP pode ser considerada mais verde do que o Legado.
Mesmo com todos os indicadores de emergia, ecoeficiéncia e eficiéncia energética favoraveis
ao ambiente de computacdo em nuvens (CloudUSP), ndo se pode ainda concluir que ela é uma
tecnologia verde, pois além de desconsiderar a fase de descarte dos equipamentos neste estudo,
ndo existe um valor de referéncia para os indicadores calculados em que se pode rotular um

sistema como verde.

6.2 Contribuicdes do trabalho

Frente aos resultados apresentados, observa-se que a universidade acertou ao implantar
a CloudUSP em suas instalacdes, porém, a real vantagem do ambiente de computacdo em
nuvens (CloudUSP) vai ocorrer no momento em que todos os 144 DCs do Legado estiverem
100% migrados para a nuvem. Enquanto isso ndo ocorrer, pode-se dizer que a universidade
aumentou sua carga ambiental de operacdo, mantendo duas infraestruturas de TI funcionando
ao mesmo tempo.

A computagdo em nuvens é uma iniciativa com melhor desempenho em emergia e
energia (consumo direto), porém, esse esfor¢o ndo deve ficar apenas dentro do DC e sim ser
expandida até os usuarios finais. A adogdo de terminais thin-client que exploram o potencial
das nuvens poderia melhorar o consumo direto de energia da universidade e, consequentemente,
reduzir o seu impacto ambiental relacionado as emissdes de COa.

O descarte dos equipamentos deve ser considerado no planejamento estratégico da
universidade. No momento em que todos os 144 DCs estiverem migrados para a CloudUSP, a
universidade possuird 1.425 computadores além de equipamentos de rede e refrigeracdo que
deverdo ser descartados ou realocados entre os diversos setores da universidade.

A mao de obra do Legado é outro ponto importante, pois como discutido ao longo do
estudo, a CloudUSP demanda uma quantidade menor de funcionarios para sua
operagdo/manutencdo devido centralizacdo das estruturas. Vale ressaltar que este estudo
utilizou dados no periodo compreendido entre maio/2013 e agosto/2014.

Apesar da CloudUSP ter sido considerada “mais verde” do que o Legado, questdes
relacionadas a seguranca e otimizacdo dos DCs, como por exemplo, o uso de algoritmos e

técnicas que reduzem o consumo de energia, ndo foram consideradas.
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7 Propostas para pesquisas e trabalhos futuros

Abaixo sdo apresentadas algumas sugestbes para trabalhos futuros que podem

complementar este estudo.

1) Utilizar a mesma abordagem sistémica aplicada neste estudo em outras empresas ou
instituicbes que migraram suas infraestruturas de Tl para as nuvens. Dessa forma, os
resultados néo ficariam restritos ao DC de uma universidade, como avaliado neste trabalho;

2) Um estudo comparativo de migragdo de um DC tradicional para a computacdo em nuvens
utilizando nuvens publicas.

3) Um estudo levando em consideracdo o descarte/realocacdo dos equipamentos apds a
migracao para 0 ambiente das nuvens.

4) Um estudo considerando a otimizacdo dos DC e/ou a seguranca dos dados nele

armazenado.
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Anexo I. Principais simbolos utilizados no diagrama de energia

Fluxo de energia: um fluxo cuja vazéo é proporcional ao volume do estoque ou a
intensidade da fonte que o produz.

Fonte: um recurso externo que fornece energia de acordo com um programa controlado
externamente (fungéo forca).

Depdsito: uma reserva energética dentro do sistema, que guarda uma quantidade de
energia de acordo com o balanco de entrada e saida (variaveis de estado).

Sumidouro de energia: dispersdo de energia potencial empregada no sistema. A
energia potencial € utilizada para produzir trabalho e o custo dessa transformacéo é a
degradacéo da energia, a qual abandona o sistema como energia de baixa intensidade.
Todos 0s processos de interagdo e 0s armazenamentos dispensam energia.

Interacgdo: interseccdo interativa de dois fluxos para produzir uma saida em proporcao
a uma funcdo de ambos ou controle de agdo de um fluxo sobre outro.

Consumidor: unidade que transforma a qualidade da energia, armazena e
retroalimenta energia a etapa anterior (sistema autocatalitico) para melhorar o fluxo de
energia que recebe.

Produtor: unidade que coleta e transforma energia de baixa qualidade (baixa
intensidade) sob a acdo de um fluxo de energia de alta qualidade.

Transacao: uma unidade que indica a venda de bens ou servicos (linha continua) em
troca de um pagamento em dinheiro (linha tracejada). O preco € mostrado na figura
como fonte de energia externa.

Caixa: simbolo de uso multiplo que pode ser usado para representar uma unidade de
consumo e producao dentro de um sistema maior, representando assim, um subsistema.

Fonte: adaptiado de Odum (1996).
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Resumo

A crescente demanda por servicos de tecnologia da informacdo atua paralelamente aos
continuos avancos tecnoldgicos na area da computacdo e nos meios de comunicacdo, onde
centro de processamento de dados (CPD) sdo constantemente atualizados ou implementados.
Para otimizar os CPD, diversos conceitos e tecnologias surgiram nos Gltimos anos, onde a
chamada computacdo em nuvens € a mais recente e possui papel de destaque. Essa técnica
permite melhorias nas taxas de utilizacdo dos equipamentos e, por conseguinte, uma reducao
dos gastos com energia elétrica e infraestrutura. Diversos estudos mostram 0s beneficios
tecnoldgicos e econdémicos dos CPD nas nuvens, porém necessitam, em sua maioria, de um
estudo complementar para avaliar os custos ambientais desta nova tecnologia. Neste sentido,
aplicar a contabilidade ambiental em eMergia mostra-se com grande potencial. O objetivo deste
trabalho € avaliar o custo ambiental da implantacdo e operacdo de CPDs para fins académicos,
comparando um ambiente virtualizado e outro ndo virtualizado. Os resultados indicam que o
CPD n&o-virtualizado demanda 3,39x10%’ seJ/ano, onde 56% deste total refere-se a rotinas de
operacdo e manutencao, incluindo os gastos com energia elétrica, links de comunicacdo e mao
de obra. O CPD virtualizado demanda uma emergia total 86% superior ao do ndo-virtualizado,
indicando maior custo emergético. Diferentemente ao ndo-virtualizado, o principal custo do
CPD virtualizado refere-se a aquisi¢do dos equipamentos, alcancando 72% da emergia total.
Ao mesmo tempo em que o CPD virtualizado demanda maior quantidade de emergia, ele possui
certa vantagem comparado ao ndo-virtualizado quando contabilizados os beneficios providos,
como exemplo, 0 nimero de usuarios atendidos e o poder total de processamento (seJ/usuarios
e seJ/Benchmark). De maneira geral, a técnica de virtualizacdo tende a possuir melhor relacdo
custo-beneficio comparada ao ambiente ndo-virtualizado.

Palavras-chave: Centro de processamento de dados, emergia, computa¢do em nuvens, virtualizagdo
1 Introducéo

De acordo com Uddin e Azizah (2012), a crescente demanda dos usuarios por
computacdo, rede e armazenamento de arquivos tem tornado cada vez mais complexos 0s
Centros de Processamento de Dados (CPD). Este cenario ja havia sido previsto por Leonard

Kleinrock®, que apontava que as redes estavam em sua infancia e que iriam crescer, tornando-

3 Considerado o criador da Internet e desenvolvedor da teoria matematica dos pacotes de rede
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se um servico essencial atendendo residéncias e empresas de diversos setores (Buyya, 2009).
Segundo Uddin e Azizah (2012), esses centros podem possuir milhares de servidores e
consumir a mesma quantidade de energia que uma cidade pequena. Em pesquisas recentes, foi
constatado que a maioria dos servidores em um CPD operam com taxas inferiores a 30% do
seu poder de processamento (Marston et al., 2011). Veras e Kassick (2011) afirma que a
quantidade de energia consumida por um servidor operando a plena carga ou a 15% é mesma.
Dessa forma, a computacdo em nuvens pode ser uma alternativa para explorar melhor os
recursos de um servidor, contribuindo para uma economia de energia. Segundo Madhubala
(2012), computacdo em nuvens é resultado da convergéncia e evolugdo de varios conceitos de
virtualizacdo, projeto de aplicativos distribuidos, grades de computadores e gerenciamento

avancado de tecnologia da informacao.

Steenhof et al. (2012) lista alguns beneficios energético-ambientais ao se utilizar a
computacao em nuvens, dentre os quais: (i) Reducéo do desperdicio de recursos computacionais
por meio de uma melhor adequacéo da capacidade real do servidor com a demanda atual; (ii)
Reducdo em relacdo a carga de operagdo ao compartilhar a infraestrutura entre diversas
organizac0es e usuarios; (iii) Otimizacao das taxas de utilizacao do servidores. Apesar de alguns
servigos amplamente utilizados por usuarios como Youtube, Flickr e webmails ja operarem em
nuvens, muitas empresas ainda néo utilizam a computagdo em nuvens como ferramenta para
atender suas necessidades de Tecnologia da Informagéo (TI). Para Lin e Chen (2012), isso se
deve a visdo de que a estrutura ndo esta sendo controlada pela empresa, mas sim por
fornecedores externos, impossibilitando que a empresa realize modificagdes quando necessario,
além da questdo da seguranca e privacidade dos dados. Uma das solugfes para contornar esse
problema é a implantagdo de uma nuvem privada, cuja estrutura € operada exclusivamente por

uma unica organizacao.

Tecnologicamente e economicamente, 0 uso da computagédo das nuvens sugere ser mais
atrativo, sendo considerado como uma tendéncia global (Lin e Chen, 2012). Por outro lado, esta
tecnologia demanda muitos recursos materiais (maquinas e equipamentos) e grande quantidade
de energia para resfriamento dos CPDs. Assim, a seguinte duvida surge: a computacdo em
nuvens possui menor custo ambiental comparado as estruturas tradicionais que néo utilizam as

técnicas de virtualizacdo?

O objetivo deste trabalho é avaliar o custo ambiental de implantac&o e operacdo de um
CPD tradicional, ou seja, um CPD que ndo utiliza técnicas de virtualizacdo e nem servigos
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hospedados em uma nuvem, e sua equivalente na computacdo em nuvens. Para isso, a
Contabilidade Ambiental em Emergia sera utilizada como ferramenta para comparar os dois
sistemas e indicar qual a melhor maneira de prover servicos de TI as instituicGes educacionais
a um menor custo ambiental. Como objeto de estudo sdo consideradas a infraestrutura
tradicional do Campus Inconfidentes (IFS) e a nuvem estabelecida na Universidade Estadual
de Campinas (UNICAMP).

1.1 Metodologia
1.1.1 Sistemas em analise

Os dois sistemas avaliados tem como funcéo principal fornecer servicos de Tecnologia
da Informacdo (TI) aos seus usuarios. Esses servicos contemplam basicamente sistemas

académicos, armazenamento de arquivos e servigos web.

1.1.1.1 CPD tradicional do Instituto Federal de Educacéo, Ciéncia e Tecnologia do Sul de
Minas Gerais

Criado em 2008, o Instituto Federal de Educacéo, Ciéncia e Tecnologia do Sul de Minas
Gerais (IFSDEMINAS) originou-se a partir da fusdo das trés antigas escolas agrotécnicas
localizadas nas cidades de Machado, Muzambinho e Inconfidentes. O objetivo do Instituto é
ampliar 0 acesso ao ensino profissionalizante nos 178 municipios de abrangéncia. Neste
contexto, o campus Inconfidentes (IFS) assume importante papel, contabilizando mais de 4500
alunos matriculados, além de um corpo docente de aproximadamente 90 professores e mais de
150 técnicos administrativos. Para o funcionamento de importantes fungdes do Instituto,
servicos de T1 sdo necessarios. Para isso, 0 CPD do IFS conta com uma equipe de profissionais
qualificados, além de toda uma estrutura de equipamentos e sistemas de informacé&o, totalizando
14 servidores de rede e equipamentos de interconexao e infraestrutura. Esses servidores sdo
responsaveis por gerenciar e disponibilizar diversos servi¢cos (armazenamento de arquivos, e-
mail, Internet, sistema académico, entre outros) aos usuarios com elevada qualidade e
disponibilidade. Atualmente, o CPD do IFS ndo possui servidores virtualizados ou servigos

sendo executados nas nuvens.
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1.1.1.2 Nuvem da Universidade Estadual de Campinas (UNICAMP)

Fundada em 1966, a UNICAMP é formada por trés campi (Campinas, Piracicaba e
Limeira) e compreende 22 unidades de ensino e pesquisa. De acordo com o Anuério Estatistico
de 2012 (AEPLAN, 2012), a UNICAMP possui aproximadamente 44519 alunos matriculados
em cursos de graduacdo e pés-graduacdo, e 10019 servidores ativos, dos quais 2025 sdo
professores/pesquisadores. Com foco no ensino e pesquisa, 0 acesso a recursos computacionais
torna-se essencial. Para atender essa demanda, a UNICAMP conta com duas coordenag0es: i)
Coordenadoria de Tecnologia de Informacdo e Comunicagédo (CTIC); ii) Centro de Computacédo
(CCUEC), este ultimo responsavel pelos principais sistemas coorporativos e pelo backbone da
rede. Para atender as demandas administrativas e de ensino, 0 CCUEC estruturou uma nuvem
de computadores que, trabalhando simultaneamente com o restante de sua infraestrutura de TI,
tem como objetivo alocar de forma dindmica os recursos computacionais, melhorando o
desempenho dos servigos e reduzindo o consumo de energia. Atualmente, esta nuvem é
composta por 14 laminas que juntas virtualizam aproximadamente 137 maquinas em execucao
continua. Essas maquinas respondem por diversos servicos, entre eles, o sistema académico, 0s
servidores web e 0 armazenamento de arquivos. Para operar esta grande estrutura, 0o CCUEC
conta com 10 profissionais da &rea de TI, sendo que dois estdo diretamente ligados a

manutencdo das maquinas virtuais que compdem a nuvem.

1.1.2 Emergia

Segundo Odum (1996), emergia € a quantidade de energia disponivel de um tipo
utilizada direta ou indiretamente para produzir um servico ou um produto. Sua unidade é o
emjoule, que € o joule de energia solar. Essa metodologia objetiva contabilizar os recursos
naturais e da economia empregados na producédo de bens e servicos. Diferentemente de outras
ferramentas, a sintese em emergia contabiliza os esforcos do meio ambiente (irradiacao solar,
chuva, vento, dgua, combustiveis fdsseis, solo, entre outros), sendo definida como memaria
energética. Para que um sistema seja avaliado por meio de sintese em emergia, Odum (1996)
argumenta que todas as suas fontes externas de energia (incluindo-se material, mao de obra e
informacdo) devem ser conhecidas e contabilizadas. Essas fontes sdo divididas em trés
categorias: (i) fontes locais renovaveis da natureza (R); (ii) locais ndo renovaveis da natureza
(N); (iii) economia (F). Fontes de emergia externas sdo utilizadas pelo sistema e identificadas
pelos fluxos de emergia. Cada fluxo possui uma intensidade emergética, cujo valor representa

a qualidade de energia. Elevados valores de intensidade emergética indicam bens ou servigos
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mais complexos, ou seja, exigem maior demanda de emergia em seus processos e resultam em
produtos de melhor gqualidade. As intensidades emergéticas sdo oriundas de um processo de
transformacéo de um tipo de energia em outro, desta maneira, a cada nova transformacao mais
emergia é incorporada ao sistema, contribuindo assim para um produto mais elaborado e com
maior qualidade. ldentificando-se todos os fluxos de massa e energia que entram pelas
fronteiras do sistema sob analise, é possivel calcular a emergia total deste sistema com auxilio
das intensidades emergéticas. Informacgdes adicionais sobre esta ferramenta podem ser
encontradas em Odum (1996) e Brown e Ulgiati (2004). Para levantamento dos dados primarios
de energia, material, mao de obra e custos financeiros que fazem parte dos sistemas estudados

nesse trabalho, foram realizadas visitas in loco nos dois CPDs avaliados.

1.1.3 Indicadores de desempenho dos CPDs

Ap0s o tratamento dos dados primarios, sdo calculados os indicadores de desempenho
dos CPDs (outputs dos sistemas) para mostrar o potencial que as maquinas instaladas possuem
em realizar alguma funcgdo especifica — estes indicadores medem a forga ou o poder que as
méaquinas possuem. Os indicadores de desempenho sdo importantes para estabelecer unidades
funcionais de comparacdo dos resultados entre os dois sistemas analisados. Até o estagio atual
de desenvolvimento desta pesquisa, aliada as dificuldades conceituais existentes no
estabelecimento de unidades funcionais potencialmente mais representativas, foram
consideradas aquelas descritas abaixo. Estas unidades funcionais sédo obtidas de literatura
cientifica, mas principalmente de organizacdes especializadas no assunto, como a Standard
Performance Evaluation Corporation (SPEC), que € uma organizacdo sem fins lucrativos
criada para estabelecer, manter e apoiar um conjunto padronizado de benchmarks relevantes
que podem ser aplicados para a nova geracdo de computadores de alto desempenho. Os

indicadores de desempenho dos CPDs utilizados nesse trabalho séo:

(a) Benchmarking: Em computacdo, benchmarks sdo programas de computadores executados
em um sistema permitindo a medida de alguma caracteristica de interesse (Talebi, 2008).
Quanto maior o valor obtido pelo benchmark, melhor é o desempenho do processador. Nesse
trabalho, o benchmark é utilizado para medir o desempenho dos processadores utilizados nos

CPDs estudados. Para isso, os valores publicados por CPU (2013) sao considerados.

(b) CINT2006: Conjunto de testes desenvolvidos pelo SPEC que fornece um valor de
desempenho para cada sistema computacional avaliado com base em operagdes de nimeros
inteiros. Neste trabalho, os valores de CINT2006 foram obtidos de SPEC (2013).
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(c) CFP2006: Conjunto de testes desenvolvidos pelo SPEC que fornece um valor de
desempenho para cada sistema computacional avaliado com base em opera¢6es de nimeros de
ponto flutuante. Neste trabalho, os valores de CFP2006 foram obtidos de SPEC (2013).

(d) NUmero de usuarios: Mesmo nao sendo reconhecido como um indicador de desempenho
das maquinas dos CPDs, este indicador foi utilizado como uma medida indireta da capacidade
atual no atendimento aos usuarios. O nimero de usuarios que acessam cada estrutura foi

determinado in loco.

1.1.4 Normalizagao

Os indicadores considerados neste trabalho para avaliar o desempenho emergético dos
CPDs possuem diferentes unidades funcionais (como seJ/benchmark, seJ/CINT2006, entre
outras), interferindo em uma avaliagéo integral de forma direta. Adicionalmente, interpretar os
resultados de forma numeérica absoluta pode resultar em leituras erradas ou de dificil
compreensdo. Sendo assim, uma forma mais amigavel de visualizar os resultados é por meio de
um grafico em radar contendo todos os indicadores de desempenho ao mesmo tempo. Para isso,
técnicas de normalizacdo séo indispensaveis. Ulgiati et al. (2011) sugerem trés abordagens de
normalizacdo: (i) normalizacdo com base no valor padréo; (ii) normalizacdo com base no total
de impacto gerado; (iii) normalizacdo de acordo com o primeiro ano de investigacdo. No
presente trabalho, a normalizagcdo com base no total de impacto gerado foi utilizada devido ao
melhor ajuste aos dados obtidos. Para isso, o valor de cada indicador do sistema é dividido pela
soma dos mesmos indicadores obtidos pelos dois sistemas (por exemplo, seJ/SPEC rs-normalizado
= seJ/ISPECirs / (seJ/ISPEC|rs + seJ/SPECunicamp).

1.2 Resultados e Discussoes

A Figura 1 mostra o diagrama sisttmico dos CPDs estudados. Como ambas s&o
estruturas computacionais destinadas ao processamento de informacdo, o tipo de
energia/material e fonte destes recursos que atravessam a fronteira dos dois sistemas sdo 0s
mesmos, diferenciando-se apenas na quantidade utilizada por cada um deles. O diagrama é
dividido internamente em duas partes principais, uma contendo o estoque de infraestrutura e o
outro de equipamentos de tecnologia da informagéo. Os fluxos direcionados para o estoque de
infraestrutura indicam os materiais/energia que compdem a estrutura fisica onde o CPD esta
localizado. Esses fluxos foram estimados com base na literatura (Carvalho, 2010), considerando
a area real dos CPDs obtidos in loco. Os fluxos relacionados a composi¢cdo dos materiais
presentes nos equipamentos de tecnologia e informagdo foram estimados de acordo com o
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relatério da Environmental Protection Agency (EPA, 2001), que contém a composicao bésica
do lixo eletrdnico. Ambos os sistemas necessitam de aporte financeiro, neste caso, tratando-se
de entidades publicas (IFS e UNICAMP), a fonte do aporte financeiro é subsidiada pelo
governo. Os fluxos monetérios que atravessam a fronteira dos sistemas sdo responsaveis pelo
pagamento dos servicos e da méo de obra utilizada. O uso do diagrama sistémico é importante
para ter uma visdo ampla de todos os inputs necessarios para o funcionamento dos sistemas,
assim como verificar as relacdes de seus elementos internos. Geralmente, a ultima interacdo
observada na Figura 1 (interacdo entre infraestrutura, equipamentos, méo de obra,
telecomunicagdes e servigos) é contabilizada pela maioria das ferramentas de avaliacéo
biofisica e econémica, mas por tras destes inputs existem uma série de outros suportando sua
producdo e manutencdo que deveriam ser contabilizados. Neste sentido, a ferramenta sintese
em emergia utilizada neste trabalho é capaz de contabilizar todos estes custos ocultos por meio
das intensidades emergéticas, onde, segundo (Agostinho e Pereira, 2013) pode ser considerada

como uma ferramenta mais robusta comparada as outras.

Eletricidade

erro/Ago,
Materiais
nédo

Outros
materiais

Plastico e
Vidro

Servigos da
informacéo

Aco e
Cimento e
Cal

Equipamentos de
tecnologia da
informacéo

Subsidios
do governo

s

N -
Servigos de TI
™ - benchmark

- CINT2006

- CFP2006
PCI — Placa de circuito impresso & - Usuéarios

Infraestrutura

Figura 1. Diagrama sistémico dos Centros de Processamento de Dados avaliados

A Tabela 1 mostra os fluxos de emergia que compdem o CPD do IFS, alcangando uma
emergia total anual de 3,39x10%" seJ/ano. Desse total, percebe-se que a maior parte estd
relacionada aos custos de operacdo do sistema, que entre outros incluem o consumo de energia
elétrica (aproximadamente 31%) e demanda de méo de obra (aproximadamente 22%). Assim,
a reducdo da demanda de energia elétrica, seja pelo uso de técnicas de virtualizacdo ou pelo uso
de méaquinas e equipamentos que consomem Mmenos energia, ou que emitem menos calor e

demandam menos energia para serem resfriadas pelo sistema de ar condicionado, poderia
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resultar em um decréscimo significativo do total de emergia utilizado pelo sistema. Outro fluxo
expressivo sao o0s servicos, com 43% da emergia total. Este fluxo contabiliza o valor de mercado
de todos os equipamentos que compdem o CPD, além do gasto financeiro em energia elétrica.
O investimento prévio em pesquisa de inovacdo tecnoldgica para o desenvolvimento dos
equipamentos esta contabilizado de maneira indireta no item servigos. Esta abordagem foi
considerada porque ndo foram encontradas informacgoes especificas em literatura cientifica
sobre estes custos reais. Os demais fluxos compdem os principais materiais empregados na
fabricacdo dos equipamentos de TI e na infraestrutura do prédio, que somados correspondem a
menos de 1% do total de emergia empregado.

Analisando a nuvem da UNICAMP, percebe-se que a sua emergia € da ordem de
6,32x10%" sel/ano (Tabela 2). Este valor é aproximadamente 86% superior & demanda de
emergia do CPD do IFS. Pode-se notar que igualmente ao CPD do IFS, a nuvem da UNICAMP
tem em sua operacdo a maior parte de emergia empregada, alcangcando 99%, onde 72% dos
gastos estdo relacionais aos servicos. Esses resultados corroboram com as afirmacdes de
Marston et al. (2011), onde dois tercos do orcamento de Tl sdo gastos com rotinas de
manutencdo e equipes de apoio. Em valores absolutos, a nuvem da UNICAMP tem um fluxo
de servigos trés vezes superior ao do IFS. Considerando que neste estudo o valor dos servigos
de operacdo estd sendo utilizado para representar indiretamente 0s gastos com pesquisa e
desenvolvimento dos equipamentos além dos gastos financeiros com energia elétrica, pode-se
inferir que os equipamentos da nuvem da UNICAMP sdo mais modernos e demandaram mais
tempo de pesquisa para seu desenvolvimento. Comparando os fluxos relacionados ao consumo
de energia elétrica, tem-se uma pequena vantagem para a nuvem da UNICAMP, 8,98x10%®
seJ/ano contra 1,07x10*7 seJ/ano do IFS. Outro valor significativo encontrado para a nuvem da
UNICAMP € o link de Internet, atingindo 8% do total de emergia do sistema. Este valor é
superior ao do IFS (5,10x10'® seJ/ano contra 8,50x10'° sel/ano) pois 0 mesmo estd
dimensionado para atender as demandas de todos os usuérios da UNICAMP, independente se
estédo acessando informacdes na nuvem ou realizando pesquisas na Internet. Foi considerado o
valor total do link, pois os dados estatisticos ndo informam a quantidade de link demandada

pela nuvem.
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Tabela 1. Avaliacdo em emergia do CPD tradicional do IFS

Intensidade Fluxo de
Nota Item Unidade Quantidade emergética Referéncia emergia %
(sed/Unid.) (seJ/ano)
Infraestrutura
1 cCal g 5,32x103 1,68x10° a 8,94x1012 <1%
2  Cimento g 7,67x104 3,04x10° b 2,33x1014 <1%
3  Pedra g 1,77x10° 1,68x10° c 2,98x101 <1%
4  Areia g 2,46x10° 1,68x10° a 4,14x10™ <1%
5  Tijolo g 8,21x10% 3,36x10° d 2,76x10% <1%
6 Aco g 5,84x10° 3,16x10° d 1,85x1013 <1%
Equipamentos (computadores, eletrdnicos e telecomunicacdo)
7  Plasticos g 1,82x104 9,68x10° d 1,76x10% <1%
8  Ferro/Ago g 5,86x104 3,16x10° d 1,85x10% <1%
9 Vidro g 3,562x10° 2,77x107 d 9,76x10%° <1%
10  Placa de circuito impresso g 1,54x10* 3,00x10° e 4,61x1013 <1%
11 Chumbo g 6,95x10° 1,02x10%* f 7,92x10% <1%
12 Cobre g 7,35x103 3,00%x10° f 2,20x1013 <1%
13  Silicio g 1,00x108 1,80x10° i 1,80x10%2 <1%
Operagédo
14  Eletricidade J 5,78x10! 1,85x10° j 1,07x10%7 31,5%
15 Maéo de obra h 1,04x104 7,21x1012 h 7,50x1016 22,1%
16  Link de Internet usD 2.50x10° 3,40x1012 g 8,50x10%° 2,5%
17  Servigos usD 4,31x10* 3,40x10% g 1,47x10Y 43,1%
Emergia total anual do CPD do IFS 3,39x10%7

Todas as intensidades de emergia ndo incluem mao de obra e servigos e estao no baseline de 15,83E+24 sel/ano
(Brown e Ulgiati, 2004). a) Gengyuan et al, 2011; b) Pulselli et al, 2008; c) Odum, 1996; d) Geng et al, 2010;
e) Ulgiati e Brown, 2002; f) Ascione et al, 2009; g) NEAD, 2008; h) Agostinho et al, 2013, i) Cohen et al, 2007,
j) Brown et al, 2002

Tabela 2. Avaliagdo em emergia da nuvem da UNICAMP

Intensidade Fluxo de
Nota Item Unidade  Quantidade emergética  Referéncia energia %
(seJ/Unid.) (seJ/ano)
Infraestrutura
1 Cal g 2,99x103 1,68x10° a 5,03x1012 <1%
2 Cimento g 4,31x10* 3,04x10° b 1,31x10% <1%
3 Pedra g 9,98x104 1,68x10° c 1,68x10%4 <1%
4 Areia g 1,39x10° 1,68x10° a 2,33x101 <1%
5 Tijolo g 4,62x10* 3,36x10° d 1,55x10% <1%
6 Aco g 3,28x10° 3,16x10° d 1,04x10%3 <1%
Equipamentos (computadores, eletrdnicos e telecomunicacao)
7  Plasticos g 3,53x104 9,68x10° d 3,42x1014 <1%
8  Ferro/Ago g 1,40x10° 3,16x10° d 4,42x10% <1%
9 Vidro g 5,72x10° 2,77x107 d 1,59x1011 <1%
10  Placa de circuito impresso g 2,02x10* 3,00x10° e 6,07x10%° <1%
11 Chumbo g 1,54x10* 1,02x101t f 1,57x10%° <1%
12  Cobre g 1,51x104 3,00x10° f 4.54x1013 <1%
13  Silicio g 5,25x10* 1,80x10° i 9,45x1013 <1%
Operacéo
14  Eletricidade J 4,86x101 1,85x10° i 8,98x10'6 14,2%
15 Mado de obra h 4,16x10° 7,21x1012 h 3,00x1016 4,7%
16  Link de Internet usD 1,50x10* 3,40x10% g 5,10x10%6 8,0%
17  Servigos usD 1,35x10° 3,40x1012 g 4,58x10%7 72,4%
Emergia total anual da nuvem da UNICAMP 6,32x10%7

Todas as intensidades de emergia ndo incluem mao de obra e servicos e estdo no baseline de 15,83x102%* selJ/ano
(Brown e Ulgiati, 2004). a) Gengyuan et al, 2011; b) Pulselli et al, 2008; c) Odum, 1996; d) Geng et al, 2010;
e) Ulgiati e Brown, 2002; f)Ascione et al, 2009; g) NEAD, 2008; h) Agostinho et al, 2013, i) Cohen et al, 2007,
j) Brown et al, 2002
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A Tabela 3 apresenta as unidades funcionais utilizadas para comparagdo dos sistemas
estudados. O benchmark, CINT2006 e CFP2006 sdo indicadores de desempenho, enquanto
Usuarios fornece o nimero de usuarios atendidos por cada uma das estruturas. Com base nesses
indicadores, observa-se que a nuvem da UNICAMP possui um poder de processamento
aproximadamente duas vezes superior ao do IFS. Além disso, 0 nimero de usuérios atendidos
por essa nuvem & superior ao do IFS em quatro vezes. Esse nimero é estimado com base no
numero de alunos e funcionarios de cada instituicdo e nos servigcos hospedados em cada CPD.

Tabela 3. Indicadores de desempenho dos CPDs

Indicadores IFS UNICAMP Razao IFS/UNICAMP Referéncia
Benchmark 34986 81620 043 CPU, 2013
CINT2006 263,94 508,70 0,52 SPEC, 2013
CFP2006 289,73 584,66 049 SPEC, 2013

Usuarios 13200 53441 0,25 Dados obtidos in loco

Com base nos indicadores da Tabela 3 e nos valores totais de emergia dos sistemas
estudados (Tabelas 1 e 2), graficos em radar sdo elaborados, permitindo analisar a eficiéncia
dos dois sistemas. Este tipo de grafico, contendo todos os indicadores calculados e
normalizados, pode ser considerado a melhor forma de mostrar os resultados quando diferentes
unidades funcionais s&o utilizadas. Neste trabalho, o gréfico foi elaborado de modo que, quanto
maior a area, menor a eficiéncia do sistema. Pela Figura 2, percebe-se que a nuvem da
UNICAMP demanda mais emergia que o CPD do IFS, porém, analisando os outros indicadores,
verifica-se que ela utiliza melhor os recursos empregados, ou seja, mesmo com um custo bruto
ambiental superior, a estrutura de nuvens da UNICAMP consegue disponibilizar uma maior
quantidade de processamento comparado a estrutura tradicional do IFS. Estes resultados
indicam que a nuvem avaliada neste estudo pode ser considerada mais eficiente sob a 6tica em

emergia do que um CPD tradicional.
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Figura 2. Gréafico em radar com o desempenho anual em Figura 3. Grafico em radar com o desempenho anual
demanda de emergia por unidade funcional de consumo de eletricidade por unidade funcional

Usualmente, além da capacidade (forca ou poténcia) dos equipamentos, 0 consumo de
energia elétrica é considerado como o segundo item mais importante em projetos de CPD.
Assim, paralelamente ao uso da contabilidade ambiental em emergia, a Figura 3 considera o
consumo direto de energia elétrica no numerador dos indicadores. No consumo total de kWh,
as duas estruturas sdo praticamente equivalentes, porém, ao analisarmos os indicadores de
desempenho (benchmark, CFP2006 e CINT2006) e o numero de usuarios atendidos, percebe-
se uma grande vantagem da nuvem da UNICAMP sobre o CPD do IFS. Estes resultados estdo
alinhados aos obtidos por Steenhoff et al. (2012), onde a prética da virtualizacdo ¢ uma das
técnicas utilizadas para melhorar a eficiéncia energética (consumo direto de energia elétrica),
pois explora melhor a capacidade de processamento de um equipamento otimizando recursos

computacionais.

Os resultados mostram que a nuvem da UNICAMP consome mais emergia que o do
IFS, porém, quando analisado isoladamente, este indicador ndo mostra o real desempenho dos
sistemas porque ndo considera o beneficio liquido obtido. Assim, considerando agora 0s
indicadores de desempenho dos CPDs como beneficios, a relagdo custo/beneficio indica que a
nuvem possui certa vantagem comparada ao CPD tradicional. Desta forma, baseando-se nos
indicadores calculados neste trabalho, a implementacdo ou a migracdo para servi¢os nas nuvens

deveria ser incentivada.

E importante ressaltar que esse trabalho considerou CPDs cujas caracteristicas sio de
fornecerem servicos académicos aos seus usuarios (professores, alunos e técnicos
administrativos). Neste sentido, resultados diferentes podem ser obtidos quando avaliando

CPDs que possuem outras finalidades, como por exemplo, aqueles utilizados para computacéo
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cientifica que exigem grande quantidade de processamento, ou mesmo aqueles que trabalham

com elevada demanda grafica (desenhos e filmes).

1.3 Conclusoes

Considerando os sistemas analisados e as ferramentas utilizadas neste trabalho, conclui-

se que:

(a) Mesmo a nuvem da UNICAMP consumindo mais emergia que o CPD do IFS, a sua

utilizacdo melhora consideravelmente o beneficio liquido em emergia.

Frente aos dois CPDs estudados e aos resultados obtidos, tem-se que a computacéo em
nuvens consegue prover servicos de Tl a um custo energético-ambiental menor. Desta forma,
desconsiderando outros importantes aspectos relacionados & computa¢do em nuvens (como por
exemplo, a seguranca dos dados e seu custo de implantacdo e operacédo), a implementacao

destes CPDs deve ser incentivada.
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Apéndice Al: Memorial de célculo da Tabela 1

Nota #1 (Cal) — Quantidade por m2: 9,98 g/m? (Carvalho, 2010). Metragem total da sala: 16 m2 Deprecia¢do considerada: 30
anos. Quantidade de cal = (16*9,98)/30*1000 = 5321 g. Conversdo: 1,68E+9. Fluxo de entrada = 8,94E+12

Nota #2 (Cimento) — Quantidade por m2: 1,44E+2 g/m? (Carvalho, 2010). Metragem total da sala: 16 m2. Deprecia¢éo
considerada: 30 anos. Quantidade de cimento = (16*1,44E+2)/30*1000 = 76671 g. Conversao: 3,04E+9. Fluxo de entrada
=2,33E+14

Nota #3 (Pedra) — Quantidade por mz 3,33E+2 g/m?2 (Carvalho, 2010). Metragem total da sala: 16 m2. Depreciacgao considerada:
30 anos. Quantidade de pedra = (16*3,33E+2)/30*1000 = 177353 g. Conversdo: 1,68E+9. Fluxo de entrada = 2,98E+14

Nota #4 (Areia) — Quantidade por m2: 4,62E+2 g/m? (Carvalho, 2010). Metragem total da sala: 16 m2. Depreciacao considerada:
30 anos. Quantidade de areia = (16*4,62E+2)/30*1000 = 246476 g. Conversao: 1,68E+9. Fluxo de entrada = 4,14E+14

Nota #5 (Tijolo) — Quantidade por m2 1,54E+2 g/m?2 (Carvalho, 2010). Metragem total da sala: 16 m2. Depreciacéo considerada:
30 anos. Quantidade de tijolo = (16*1,54E+2)/30*1000 = 82128 g. Conversdo: 3,36E+9. Fluxo de entrada = 2,76E+14

Nota #6 (Ac¢o) — Quantidade por m2: 1,09E+1 g/m2 (Carvalho, 2010). Metragem total da sala: 16 m2. Depreciagdo considerada:
30 anos. Quantidade de ago = (16*1,09E+1)/30*1000 = 5839 g. Conversédo: 3,16E+9. Fluxo de entrada = 1,85E+13

Nota #7 (Plastico)
Quantidade por computador: 30% (EPA, 2001). ¥ computador = 173,82 kg. Depreciacdo considerada: 5 anos. Quantidade de
plastico = (173,82*1000)/5*30% = 10429 g. Conversdo: 9,68E+9. Fluxo de entrada = 1,01E+14
Quantidade por equipamento: 9% (EPA, 2001). Y eketranicos = 355,6 kg. Depreciacdo considerada: 5 anos. Quantidade de
pléstico = (355,6%1000)/5*9% = 6401 g. Conversdo: 9,68E+9. Fluxo de entrada = 6,20E+13
Quantidade por equipamento: 74% (EPA, 2001). > telecom = 9,31 kg. Depreciacdo considerada: 5 anos. Quantidade de
pléstico = (9,31*1000)/5*74% = 1378 g. Conversdo: 9,68E+9. Fluxo de entrada = 1,33E+13

Nota #8 (Ferro/Ago)
Quantidade por computador: 43% (EPA, 2001). > computador = 173,82 kg. Depreciacéo considerada: 5 anos. Quantidade de
ferro/ago = (173,82*1000)/5*43% = 14949 g. Converséo: 3,16E+9. Fluxo de entrada = 4,72E+13
Quantidade por equipamento: 61% (EPA, 2001). Y etetranicos = 355,6 kg. Depreciacéo considerada: 5 anos . Quantidade de
ferro/ago = (355,6*1000)/5*61% = 43383 g. Converséo: 3,16E+9. Fluxo de entrada = 1,37+14
Quantidade por equipamento: 13% (EPA, 2001). Y'telecom = 9,31 kg. Depreciagdo considerada: 5 anos. Quantidade de
ferro/ago = (9,31*1000)/5*13% = 242 g. Conversdo: 3,16E+9. Fluxo de entrada = 7,65E+11

Nota #9 (Vidro)
Quantidade por computador: 4% (EPA, 2001). > computador = 173,82 kg. Depreciacdo considerada: 5 anos. Quantidade de
vidro = (173,82*1000)/5*4% = 1391 g. Conversao: 2,77E+7. Fluxo de entrada = 3,85E+10
Quantidade por equipamento: 3% (EPA, 2001). Y eletronicos = 355,6 kg. Depreciacdo considerada: 5 anos. Quantidade de
vidro = (355,6*1000)/5*3% = 2134 g. Conversdo: 2,77E+7. Fluxo de entrada = 5,91E+10

Nota #10 (Placa de circuito impresso)
Quantidade por computador: 3% (EPA, 2001). > computador = 173,82 kg. Deprecia¢do considerada: 5 anos. Quantidade de
PCI = (173,82*1000)/5*3% = 1043 g. Conversdo: 3,000E+9 (considerada a transformidade da fibra de vidro). Fluxo de
entrada = 3,13E+12
Quantidade por equipamento: 20% (EPA, 2001). > ektronicos = 355,6 kg. Deprecia¢do considerada: 5 anos. Quantidade =
(355,6*1000)/5*20% = 14224 g. Conversdo: 3,00E+9 (considerada a transformidade da fibra de vidro). Fluxo de entrada
=4,27E+13
Quantidade por equipamento: 6% (EPA, 2001). Ytelecom = 9,31 kg. Depreciagdo considerada: 5 anos. Quantidade =
(9,31*1000)/5*20% = 112 g. Conversdo: 3,00E+9 (considerada a transformidade da fibra de vidro). Fluxo de entrada =
3,35E+11

Nota #11 (Chumbo)
Quantidade por computador: 20% (EPA, 2001). Y computador = 173,82 kg. Depreciacéo considerada: 5 anos. Quantidade =
(173,82*1000)/5*20% = 6953 g. Conversdo: 1,02E+11 (considerada a transformidade da fibra do chumbo). Fluxo de
entrada = 7,09E+14

Nota #12 (Cobre)
Quantidade por equipamento: 7% (EPA, 2001). Y etetranicos = 355,6 kg. Depreciacéo considerada: 5 anos. Quantidade de ndo
ferrosos = (355,6*1000)/5*7% = 4978 g. Conversdo: 3,00E+9. Fluxo de entrada = 1,49E+13
Quantidade por equipamento: 7% (EPA, 2001). Y telecom = 9,31 Kg. Depreciacdo considerada: 5 anos. Quantidade de ndo
ferrosos = (9,31*1000)/5*7% = 130 g. Conversao: 3,00E+9. Fluxo de entrada = 3,91E+11
> metros = 60 m. Peso do cabo: 0,04 kg/m. Quantidade = 60*0,04*1000 = 2243 g. Conversdo: 3,00E+9. Fluxo de entrada =
6,73E+12

Nota #13 (Silicio — cabeamento de rede — fibra dptica)
> metros = 14 m. Peso do cabo: 0,04 kg/m. Quantidade = 13,33*0,075*1000 = 1000 g. Conversdo: 1,80E+9. Fluxo de entrada
=1,80E+12

Nota #14 (Eletricidade) — Y consumo = 18342 W. Quantidade = (18342*24*365)*1/1000*3600000 = 5,78E+11 j. Conversao:
1,85E+5. Fluxo de entrada = 1,07E+17

Nota #15 (M&o de obra) — Y horas_trabainadas = 10400 h (5 funcionérios trabalhando 8 horas/dia por 260 dias). Conversdo: 7,21E+12.
Fluxo de entrada = 7,50E+16

Nota #16 (link de Internet) — > vator pagorano = 2500 US$. Converséo: 3,40E+12. Fluxo de entrada = 8,50E+15

Nota #17 (Servigos)
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> valor_equipamentos = 81188,45 USD. Depreciacdo considerada: 5 anos. Quantidade = (81188.45/5) = 16238 USD. Converséo:
3,40E+12. Fluxo de entrada = 5,52E+16.

Area da sala: 16 m2. Valor do CUB = 507.60 USD. Depreciagdo considerada: 30 anos. Quantidade = (16*507.60)/30 = 271
USD. Conversao: 3,40E+12. Fluxo de entrada = 9,20E+14

>kwhiano = 160675,92 kwh. Valor do kWh em Minas Gerais: 0,33090 - sem impostos (ANEEL, 2013). Valor total: USD
(160675,92*0,33090)/2 = 26583,83. Conversdo: 3,40E+12. Fluxo de entrada: 9,04E+16



69

Apéndice A2: Memorial de célculo da Tabela 2

Nota #1 (Cal) — Quantidade por m2 9,98 g/m? (Carvalho, 2010). Metragem total da sala: 9 m2. Depreciagdo considerada: 30
anos. Quantidade de cal = (9*9,98)/30*1000 = 2993 g. Conversdo: 1,68E+9. Fluxo de entrada = 5,03E+12

Nota #2 (Cimento) — Quantidade por m2 1,44E+2 g/m? (Carvalho, 2010). Metragem total da sala: 9 m2. Depreciagdo
considerada: 30 anos. Quantidade de cimento = (9*1,44E+2)/30*1000 = 43128 g. Conversdo: 3,04E+9. Fluxo de entrada
=1,31E+14

Nota #3 (Pedra) — Quantidade por m2: 3,33E+2 g/m2 (Carvalho, 2010). Metragem total da sala: 9 m2. Depreciagao considerada:
30 anos. Quantidade de pedra = (9*3,33E+2)/30*1000 = 99761 g. Conversdo: 1,68E+9. Fluxo de entrada = 1,68E+14

Nota #4 (Areia) — Quantidade por m2: 4,62E+2 g/m2 (Carvalho, 2010). Metragem total da sala: 9 m2. Depreciagdo considerada:
30 anos. Quantidade de areia = (9*4,62E+2)/30*1000 = 138643 g. Converséo: 1,68E+9. Fluxo de entrada = 2,33E+14

Nota #5 (Tijolo) — Quantidade por mz: 1,54E+2 g/m?2 (Carvalho, 2010). Metragem total da sala: 9 m2. Depreciacéo considerada:
30 anos. Quantidade de tijolo = (9*1,54E+2)/30*1000 = 46197 g. Conversao: 3,36E+9. Fluxo de entrada = 1,55E+14

Nota #6 (A¢o) — Quantidade por m2 1,09E+1 g/m? (Carvalho, 2010). Metragem total da sala: 9 m2 Depreciacdo considerada:
30 anos. Quantidade de ago = (9*1,09E+1)/30*1000 = 3284 g. Conversdo: 3,16E+9. Fluxo de entrada = 1,04E+13

Nota #7 (Plastico)
Quantidade por computador: 30% (EPA, 2001). ¥ computador = 386,16 kg. Depreciacdo considerada: 5 anos. Quantidade de
plastico = (386,16*1000)/5*30% = 23170 g. Conversdo: 9,68E+9. Fluxo de entrada = 2,24E+14
Quantidade por equipamento: 9% (EPA, 2001). Y eketranicos = 439,1 kg. Depreciacdo considerada: 5 anos. Quantidade de
pléstico = (439,1*1000)/5*9% = 7904 g. Conversdo: 9,68E+9. Fluxo de entrada = 7,65E+13
Quantidade por equipamento: 74% (EPA, 2001). Y teecom = 28,48 kg. Depreciacéo considerada: 5 anos. Quantidade de
pléstico = (28,48*1000)/5*74% = 4215 g. Conversdo: 9,68E+9. Fluxo de entrada = 4,08E+13

Nota #8 (Ferro/Ago)
Quantidade por computador: 43% (EPA, 2001). > computador = 386,16 kg. Depreciacéo considerada: 5 anos. Quantidade de
ferro/ago = (386,16*1000)/5*43% = 33210 g. Converséo: 3,16E+9. Fluxo de entrada = 1,05E+14
Quantidade por equipamento: 61% (EPA, 2001). Y eletronicos = 439,1 kg. Depreciacdo considerada: 5 anos. Quantidade de
ferro/ago = (439,1*1000)/5*61% = 106070 g. Converséo: 3,16E+9. Fluxo de entrada = 3,35E+14.
Quantidade por equipamento: 13% (EPA, 2001). Y telecom = 28,48 kg. Depreciacéo considerada: 5 anos. Quantidade de
ferro/ago = (28,48*1000)/5*13% = 740 g. Conversdo: 3,16E+9. Fluxo de entrada = 2,34E+12

Nota #9 (Vidro)
Quantidade por computador: 4% (EPA, 2001). > computador = 386,16 kg. Depreciacdo considerada: 5 anos. Quantidade de
vidro = (386,16*1000)/5*4% = 3089 g. Conversao: 2,77E+7. Fluxo de entrada = 8,56E+10
Quantidade por equipamento: 3% (EPA, 2001). Y eletronicos = 439,1 kg. Depreciagdo considerada: 5 anos. Quantidade de
vidro = (439,1*1000)/5*3% = 2635 g. Conversdo: 2,77E+7. Fluxo de entrada = 7,30E+10

Nota #10 (Placa de circuito impresso)
Quantidade por computador: 3% (EPA, 2001). > computador = 386,16 kg. Deprecia¢do considerada: 5 anos. Quantidade de
PCI = (386,16*1000)/5*3% = 2317 g. Conversdo: 3,00E+9. Fluxo de entrada = 6,95E+12
Quantidade por equipamento: 20% (EPA, 2001). Y eletronicos = 439,1 kg. Deprecia¢do considerada: 5 anos. Quantidade =
(439,1*1000)/5*20% = 17564 g. Conversdo: 3,00E+9. Fluxo de entrada = 5,27E+13
Quantidade por equipamento: 6% (EPA, 2001). telecom = 28,48 kg. Depreciagdo considerada: 5 anos. Quantidade =
(28,48*1000)/5*20% = 342 g. Conversdo: 3,00E+9. Fluxo de entrada = 1,03E+12

Nota #11 (Chumbo)
Quantidade por computador: 20% (EPA, 2001). Y computador = 386,16 kg. Depreciacéo considerada: 5 anos. Quantidade =
(386,16*1000)/5*20% = 15446 g. Conversdo: 1,02E+11. Fluxo de entrada = 1,58E+15

Nota #12 (Cobre)
Quantidade por equipamento: 7% (EPA, 2001). Y eletranicos = 439,1 kg. Depreciac¢éo considerada: 5 anos. Quantidade de ndo
ferrosos = (439,1*1000)/5*7% = 6147 g. Conversdo: 3,00E+9. Fluxo de entrada = 1,84E+13
Quantidade por equipamento: 7% (EPA, 2001). Y telecom = 28,48 kg. Depreciacéo considerada: 5 anos . Quantidade de néo
ferrosos = (28,48*1000)/5*7% = 399 g. Conversdo: 3,00E+9. Fluxo de entrada = 1,19E+12
> 'metros = 230 m. Peso do cabo: 0,04 kg/m. Quantidade = 230*0,04*1000 = 8597 g. Converséo: 3,00E+9. Fluxo de entrada
=2,57E+13

Nota #13 (Silicio — cabeamento de rede — fibra Optica)
>'metros = 700 m. Peso do cabo: 0,075 kg/m. Quantidade = 700*0,075*1000 = 52500 g. Converséo: 1,80E+9. Fluxo de
entrada = 9,45E+13

Nota #14 (Eletricidade) — Y consumo = 15400 W. Quantidade = (15400*24*365)*1/1000*3600000 = 4,86E+11 j. Converséo:
1,85E+5. Fluxo de entrada = 8,98E+16

Nota #15 (M&o de obra) — > horas_trabalhadas = 4160 h (2 funcionarios trabalhando 8 horas/dia por 260 dias). Converséo: 7,21E+12.
Fluxo de entrada = 3,00E+16
Obs.: considerado apenas os funcionarios que administram as maquinas virtuais

Nota #16 (link de Internet) — Y vator pagorano = 15000 US$. Conversdo: 3,40E+12. Fluxo de entrada = 5,10E+16

Nota #17 (Servigos)
> valor_equipamentos = 592691 USD. Depreciacdo considerada: 5 anos. Quantidade = (592691.75/5) = 118538 USD. Conversao:
3,40E+12. Fluxo de entrada = 4,03E+17.
Avrea da sala: 9 m2. Valor do CUB = 507.60 USD. Depreciagio considerada: 30 anos. Quantidade = (9*507.60)/30 = 153
USD. Conversdo: 3,40E+12. Fluxo de entrada = 5,17E+14
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>kwhiano = 134904 kwh. Valor do kWh em S&o Paulo: 0,23801 - sem impostos (ANEEL, 2013). Valor total: USD
(134904*0,23801)/2 = 16054,25. Conversdo: 3,40E+12. Fluxo de entrada: 5,46E+16
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ABSTRACT

Dependence on computers has been sharply increasing during these past ten years mainly due to the availability
of mobile computer types such as laptops, tablets, smartphones, and so on. Considering this trend of continuous
high-tech progress, it is expected that more and more computers will be a permanent part of any human-made
production system, mainly for those closely tied to Information Technology (IT) issues, i.e. systems located on the
far right of a hierarchical chain. When identified, computers should be considered for an emergy evaluation, as
they could play an important role in the systems “empower”. A computer’s Unit Emergy Value (UEV) is therefore
fundamental for that purpose. In this sense, this work aims at a first attempt to estimate a computer’s UEV. A
sample of ten selected average computers is used, and the uncertainties related to parameters values are assessed
under a Monte Carlo simulation. Results show that while the estimated computer’s UEV accounting for services
input is 1.6E+12 seJ/gcomputer and 3.1E+5 sed/FLOPS (Floating-point operations per second), their counterparts
without services are 8.9E+10 seJ/gcomputer and 1.7E+4 seJ/FLOPS. This huge difference related to services input
highlights the fact that the “embodied information” in the computers production (for example, technology,

knowhow, research, specialized personal involved, etc) is more significant (>90%) in the computer’s “empower”

than the input materials.

Key-words: computer UEV; Emergy; Monte Carlo analysis.
1. INTRODUCTION

The presence of computers and computer-based/operated gadgets in organizational and
home environments has been experiencing exponential increase since the introduction of the
first affordable and user-friendly Personal Computer in 1981. Included in the ongrowing list

are the modern tablets and smartphones, the amount of which, according to Gartner (2013),

should increase by some figure around 6% worldwide in 2013 alone. In absolute figures, this

means that 2.35 billion pieces of equipment are to be found in companies and homes, and an
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estimated 305 million of those are personal desktop and laptop units. Such figures considered,
as well as the continuous technological advances in the field of Information Technology (e.g.,
internet and cloud computing), it is difficult - if not impossible - to even imagine production
systems operating without the aid of information systems. Computers are used throughout the
process, from spreadsheet and text elaboration to mathematical simulations, communication
and mechatronic-related tasks.

Among other purposes, the emergy methodology (Odum, 1996) has been more and

more utilized in the assessment of production systems - whichever they are - through
comparison with alternatives. This is mandatory in a scenario of searching for higher
sustainability under a global scale and from the donor's point of view. Realizing the increasing
presence of computers in whichever systems undergoing assessment - especially those located
further to the right in a hierarchical scale, based upon information technology -, the influence
of computers flowing into the system boundaries and consequently on emergy results is higher

and higher, calling for a precise account. In systems where computers exert little influence when

compared to other system inflows (e.g. in Yang et al, 2013), the precision of the results is not
effectively influenced by one's randomly selecting one or other Unit Emergy Value (UEV) for
the computers. On the other hand, in systems in which they are highly representative, such as
in Almeida and coworker’s (2010) study (around 22% of total emergy), results can be highly

influenced.
Computer accounting is usually either based on its weight in mass units (2.26E11 selJ/q;

Almeida et al, 2013), or accounted as computer “units” (5.77E14 selJ/unit; Yang et al, 2013);

such values, however, are estimates put forward by the analyst, based upon other previously
published UEV's. Mass accounting may not be an adequate procedure as the computers from
the 1990's, for example, apart from their lower processing capacity, are bulkier and heavier
(higher mass) than the current models. In other words, such approach implicitly assumes that
the emergy of those obsolete machines is higher than that of current models, which contradicts
the current reality of technological advancements resulting from large economical investments
on materials innovation and on personnel — the latter being carriers of high emergy information
—involved in the research work necessary to technologically improve them. The same comment
applies for accounting computers as “units”, as the current computers demanded more emergy
to be improved and produced than their predecessors did. At this point, the following question
rises up: What is the most suitable UEV for a computer?
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This work is a first attempt in the search for a proper UEV for computers, avoiding
rough estimatives that could have a strong effect on emergy synthesis involving computers as
important system inflows. For this first attempt, aware as we are of the existence of a wide
range of models and set-ups for computers in the market, a sample of ten laptops was considered
for the calculation procedure. Emergy results are presented under two different functional units:
(1) weight in mass; (ii) processing capacity measured in Floating-point Operations per Second
(FLOPS).

2. METHODOLOGY
2.1. Data source

Computers are made up of several electronic components made up of different materials.
Precise data about computer material contents are rarely found in literature. Additionally, due
to the inherent complexities —i.e., usually, a single industry is not in charge of the whole process
involved in the computers chain production — and the industrial secrets involved in the
computers production, it was not possible to obtain raw data in situ. Trying to overcome these

barriers, in this study the MCC Technical Report published by Pedersen et al, 1996 (see

Appendix B1) is used as source for raw data for materials used in an average computer structure.

Regarding the sample of laptops considered in this study, models were selected
considering the following operational limitations: (i) the availability of computers; (ii) all
samples must feature an Intel® processor and Windows® 8 as its operational system — the
reasons for the above are described in the next section. The features of the laptops considered
in this work are presented in Table 1.

Table 1. Description of laptops sample considered in the calculation procedure.

ltem Manufac- Model Processor Weight  Billion Market value?

turer (9) FLOPS (USD)
#1  ASUS K43E Core 15-2410 2,440 17.40 1,163
#2 ASUS X45C Core I3 2,440 7.02 673
#3  ASUS X44C Intel Pentium 2,440 14.38 444
#4  Compaq CQ43 Core 15-2410 2,200 14.91 758
#5  Dell Inspiron 14R-910 Core 15-480M 2,300 9.58 893
#6 HP Envy Pro Core 15-3317U 1,630 16.91 812
#7 HP HP 1000-1460BR Core 15-3230M 2,950 16.85 852
#8 HP HP Pavilion dv4 Core 15-2410 2,220 14.75 893
#9 HP Envy 4-1130 Core 13 1,750 13.48 1,346
#10 Lenovo Ultrabook  IdealPad Core I5 2,000 15.43 1,118

Z400

8 Market prices obtained from a selection of e-commerce websites; money ratio of 2.23 BRL/USD
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2.2. Functional unit: floating-point operations per second (FLOPS)

Units able to show the robustness and/or processing capacity of computers could be
considered as a better alternative than mass and/or “computer units” as functional units.
Considering all measure units available in scientific and technological literature (for instance,
benchmarks, MIPS, among others), the Floating-point Operations per Second (FLOPS) is
suggested as the most appropriate as, under a common sense in the computers technological
world, it is being used to classify the 500 faster computers worldwide (http://www.top500.0rg).

FLOPS is considered as a critical measure of computing power and speed. Even
admitting that FLOPS directly relates to high performance computing (e.g., running complex
mathematical models like those for weather reports), such unit is taken into consideration in
this study due to its recognized importance as a supercomputers' performance measure.

During the data-collection phase for Table 1, it was verified through initial testings that
the amount of FLOPS is not directly associated to the processor, but to the computational
system as a whole, including circuit cards, electronic devices, available memory, operational
system being used and, mainly, the system's operation load at the time the test is run. Thus,
establishing the following test pattern to estimate the amount of FLOPS of the sample
computers became necessary: (i) the Linpack freeware made available by Intel
(http://software.intel.com/en-us/articles/intel-math-kernel-library-linpack-download), was
used for estimating the computers' FLOPS; (ii) the following parameters were set in the system
entry file: Number of tests = 1, Problem sizes = 20,000 (from equation sqrt((total memory -
20%)/8)), Leading dimensions = 20,000, Times to run a test = 3, and Alignment values = 4; (iii)
all tests were performed with the laptops plugged into their AC adaptors; (iv) the whole sampler
pack feature Windows 8 as their operational system (OS); (v) the tests were run immediately

after rebooting the OS.
2.2. Emergy accounting

Emergy accounting definitions, meanings, calculation procedures and case studies are

presented by Odum (1996), Brown and Ulgiati (2004), among others, and by several

publications in the emergy systems website (http://www.cep.ees.ufl.edu/emergy/index.shtml).
The use of emergy accounting as a scientific measure for decision making is being spread
worldwide by the scientific community, due to its methodology robustness and effectiveness

under a systemic and donor-side approach. Besides supplying indicators regarding
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sustainability issues, emergy is being more and more considered as a managerial tool rather
than one only for diagnosis.

Unlike large amounts of papers that have used the regular set of emergy indicators for
sustainability assessment (for instance, EYR, EIR, ELR, and so on), this work aims to estimate
the Unit Emergy Value (UEV) of computers. Due to a large amount of recent papers focusing
on case studies whose boundaries lie far away from the natural and agricultural systems,
computers have been more and more accounted as an input resource in emergy evaluations,
thus emphasizing the importance of a proper computer UEV estimation.

An average computer’s UEV is estimated in this work by considering the FLOPS and
the computer’s weight in mass as functional units, thus the final UEV is measured in solar
emjoules per FLOPS (seJ/FLOPS) and per gram (seJ/g). Results are shown including and not
including Services inputs; in this work, services represent the computer market price. The
standardized emergy baseline of 15.83 10%* seJ/yr is considered throughout this paper. The work
of Cohen et al. (2007) is the source of UEVs for the input materials in computer production
(Appendix B1).

2.3. Uncertainty in the computer’s UEV estimation: Monte Carlo simulation

Recognizing the inherent uncertainties embodied within any biophysical approach —
including emergy accounting, life cycle assessment, a.0. —, and aiming to make emergy
accounting even more accepted and used by the scientific community, the use of uncertainty
analyses has been increasing sharply in emergy evaluations; different approaches have been
taken into consideration, such as the stochastic (Ingwersen, 2010; Brown et al., 2011; Hudson
and Tilley, 2013), analytical (Li et al., 2011), and fuzzy-based (Reza et al., 2013) ones. Among
other potential framework definitions of uncertainty, the one used by the United States
Environmental Protection Agency (USEPA) seems to be the most adequate for emergy studies.
Such framework includes uncertainties from three different sources: parameter, scenario, and
model (details in Ingwersen, 2010).

Parameter uncertainty is the only one considered in this work, even recognizing that all
the other ones could be present. Hence, the stochastic method of Monte Carlo analysis was
used, by generating random numbers from a range previously determined on a Probabilistic
Distribution Function (PDF). So far, there has not been an accepted rule regarding the best PDF

representing parameter values in emergy evaluations (Hudson and Tilley, 2013), therefore, the

uniform PDF as suggested by Hayha et al. (2011) was considered in this work.
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A value of 10,000 interaction was considered in this present work as, rather than using
commercial statistical softwares that usually demand high computational power and cost, the
Monte Carlo Simulation was performed through a free-of-charge Microsoft Excel® add-in
developed by Barreto and Howland (2006).

Figure 1 shows the schematic algorithm for the calculation procedures considered in this
work. Four parameter values were simulated under a Monte Carlo analysis: (i) weight in mass
of the selected computers (from 1,630 to 2,950 g; Table 1), reflecting directly on the materials
amount going into the computer production; (ii) market value of computer (from 444 to 1,346
USD); (iii) UEV of materials input (a range of +/- 25% on the crustal elements UEV published
by Cohen et al., 2007). A single source of UEV was considered in this work, and in order to
apply the Monte Carlo simulation, the values varied by + -25%, as applied by Brown et al.,
2011. However, Cohen et al. (2007) recognize that their values present some uncertainties such
as the lack of available data for Ore Grade Cutoff (OGC), the assumption that all mined
materials are mineral rather than elemental ores, and that crustal elements UEV are linearly
related to ore body enrichment from background concentrations. In this sense, considering
the+/- 25% range applied by Brown et al., 2011. (iv) computer FLOPS (from 7.02 to 17.40
billion FLOPS).

A

Monte Carlo simulation using FLOPS Weight (g) ™ seJ/g
¥ with service

Computer’s -
seJ/flops A usD

FT-——---- » material
: : w -
with service ~ - / content
™ ’ 4~ seldlg
) Compuger s < 1 without service
material < UEV
content
sel/g \

without service - FLOPS Monte Carlo simulation using weigth

Random values

R
Figure 1. Schematic algorithm used for the calculation procedure.

3. RESULTS AND DISCUSSION

The energy diagram of computer production represented by Figure 2 shows that besides
regular inputs of material, labor, and electricity, this system has information as another
important input. Information here is assumed as representative of all technology involved in
computer production, having demanded years of research efforts by scientists and technical
staff - with high transformity - and high amounts of economic investment. As pointed before,
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raw data were not obtained in situ, thus, it was not possible to account for some energy/material
inflows in the calculation procedure, i.e. all the emergy required for infra-structure, the direct
electricity used in the production, and also the specialized labor input; all of them are
represented by gray symbols in Figure 2. Aiming to surpass such operational barrier, instead of
including the physical amount (i.e., J and g) of these inputs and their respective market values
(i.e., USD/J, USD/g) — which is the regular procedure of an emergy synthesis —, the market
value of computers was assumed as representative of all these input flows, including materials,
energy, specialized labor, “information”, as well as the industry profit. This accounting
approach could lead to uncertainty in the results, however, it may be considered as the first

further detailed study attempt so far, concerning a computer’s UEV.
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. value
Computer industry AN
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v

Figure 2. Energy diagram of a computer production system. Grey symbols indicate flows indirectly accounted as

services.

Awareness of all the existing uncertainties in this work, mainly those related to input
primary data and their UEVs, led to a sensibility analysis which was carried out with the aid of
Monte Carlo analysis. The resulting graphs for the two simulations are shown by Figures 3 and
4. Only the seJ/FLOPS unit is graphed due to the fact that the seJ/g unit would result in a similar
behavior. The most perceived aspect in the first graph is the representativeness of “services”
input, ranging from 90% to 97% of total emergy. Such was already expected because, as
represented in the energy diagram on Figure 2, the highest emergy amount of a computer
industry comes from specialized labor and knowledge (information) rather than from physical

materials and energy. This is especially true for systems demanding and/or producing high-tech
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goods, located far away from the natural systems in the extreme right-side of a hierarchical
energy chain. Disregarding the “services” input, Figure 4 shows that Lead is the most
representative material (from 26% to 42% of total emergy), followed by Bismuth (from 17% to
29%), Tin (from 14% to 25%), and Copper (from 5% to 10%).
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Figure 3. Sensibility analysis of system resource inputs for seJ/FLOPS including services input.

Assumptions: uniform probability distribution function with 100 interactions for Monte Carlo analysis.

After thoroughly checking and re-checking all primary data and their UEVs under the
sensibility analysis, the final Monte Carlo simulation (Appendix B2) was performed and
resulted in the average values for acomputer’s UEV shown on Table 2. The differences between
“g” and “FLOPS” values are evident, as are the differences between the UEVs for the "with
services" and "without services" scenario simulations under the same functional unit. The
standard deviation obtained indicates that the precision fared by simulation #2 is the best one
of the four ones analyzed, in which simulations #3 and #4 are at the same time closer and the
worst ones. The higher standard deviation for FLOPS units is due to the large variation on
FLOPS units verified among the samplers (Table 1), while the range of weight in grams of
computers is smaller. This is an important aspect, for while the weight of computers sample is
similar, their processing power is different. This implies in that computers emergy from

materials content is quite similar, but the emergy from technology (information) is different. At
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this point, the first insight emerges: Should FLOPS be used to better represent a computer’s

UEV rather than their weight in mass units?
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Figure 4. Sensibility analysis of system resource inputs for seJ/FLOPS without services input.

Assumptions: uniform probability distribution function with 100 interactions for Monte Carlo analysis.

Table 2. Computer’s UEV obtained through Monte Carlo simulation.

. . . Standard .
Simulation  Average values (u) @ Unit deviation (o) Observation
#1 1.6+0.2 E12 sed/g 24 % with services
#2 8.9+0.4 E10 sel/g 7% without services
#3 3.1+0.6 EO5 seJ/IFLOPS 34 % with services
#4 1.7+0.4 E04 seJ/[FLOPS 33 % without services

2 Confidence interval of 95% calculated as p+1.96*c/(sample size)?

The UEVs range size obtained is related to the confidence interval of 95% considered in
this work. This means that, considering the same premises assumed for this work, any other
computer UEV calculation has 95% of probability to be within the range obtained herein.

As already represented by Figure 3, services input — the reader must bear in mind that
services, in this work, represent the computer’s market price — is worth over 90% of the total
computer’s emergy, thus, accounting computers by its market price could be a valid first attempt
when applying emergy synthesis. This could be considered a better estimative than other rough

estimates and/or assumptions. This remark raises the second insight about the application of
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emergy synthesis on those systems with high dependence on computer inputs: Can the
accounting of computers as monetary flows be considered as a good estimative?

Figure 5 shows the emergy of the individual units presented at Table 1. The graph
provides some interesting information, if analyzed under different aspects:

(1) when using the calculated computer’s UEV "without services" (Table 2), there is a non
significant difference by either considering grams or FLOPS as the functional unit (from 1.2
to 2.9 E14 seJ) compared to a simulation in which computers' UEV "with services" is used
(from 22.1 to 54.8 E14 sel); this means that the functional unit is not so important when
using computer’s UEV "without service", because the emergy of a computer’s power
capacity is represented indirectly by the market price (services) instead of by the amount of

materials used for computer construction;

(ii) as expected, using computers' UEV "with services" results in an at least tenfold higher
emergy of computers than the "without services" UEV; of course, such figure is peculiar of
Brazil because of its specific emergy per money ratio (3.4E12 seJ/yr). In more developed
countries such difference will be lower, whereas it will be higher for the underdeveloped

ones.

(iii) through a dynamic view, it can be verified that, when using the "in grams with service"
UEV, increasing the computer’s market price causes a slight decrease in the computer’s
emergy; on the other hand, a slight increase is also observed when using the "in FLOPS
with service" UEV; this implies that market price relates more to the computers power
capacity rather than to computers weight — an obvious aspect under a common sense —, also,
it is in accordance with that higher power capacity relates more to research development
(information) rather than materials consumption, and causes it to fall again on the previous

second suggested insight.

Emergy evaluations featuring computer inflows in their analysis are rarely found in
scientific literature. Aiming to show the influence of using the computer’s UEV estimated
herein on published works, we were able to find only two related papers: (i) Almeida et al.
(2013), who assessed the emergy of a university campus and the emergy embodied in the
information received by undergraduate students of an engineering programme in Brazil; (ii)
Yang et al. (2013), who used emergy synthesis to study a wind power system in China. While
the former accounted computers in using an UEV of 2.26E11 seJ/g (value borrowed from
Cohen and coworker’s paper in Agri. Eco. & Env., 2006, 114, 249-269), the latter used an UEV
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of 5.77E14 seJ/computer (value borrowed from a Chinese PhD dissertation). By considering
the UEV estimated in this work according to simulation #1, the original influence of 22% for

computers in Almeida and coworkers (2013) paper increases to 67%, while for the Yang and

coworkers (2013) paper, the original influence of <0.01% moves up to 0.02% - insignificant,

in this case.
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Figure 5. Emergy of a ten-computer sample calculated by using the four unit emergy values obtained

in this work.

It is recognized that systems with high dependence on computer inflows will exert higher
influence on the total emergy related to such material input than systems with no/scarce use of
computers will. This is particularly valid for systems related to Information Technology
activities like, for instance, data centers and other computational clusters (like Google®). This
paper represents the first milestone of a more complex study under development by the authors,
in which traditional data centers are being assessed and compared against cloud computing, the
latter being labeled as greener.

Although attempting to be extremely careful in obtaining primary data and their UEVs,
as well as while performing the Monte Carlo simulation, authors recognize that results
presented here can be considered as a first attempt to deeper assessments. The main identified
weak points and potential uncertainties of this work can be listed as: (i) one single report
(Pedersen et al., 1996) on computers' material content was considered for all computer used as
case study; (ii) one single reference for UEVs was considered (Cohen et al., 2007), claiming

for new published values; notwithstanding, these UEV represent the crustal elements in their
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natural form, disregarding the emergy of mining, transportation, and processing; (iii) a small
sample of laptop computers was considered; (iv) the computer's market price is assumed as
representative of all “information” embodied in the computer, disregarding the fact that in
defining a product's market price, the company must take the consumer's willingness to pay
into consideration; (V) there are potential uncertainties related to the PDF assumed in the Monte
Carlo analysis; (vi) all material input was considered as non-renewable, i.e. their rate of use
within the current window view is faster than their natural replacement time; thus, there is no
double accounting in the applied emergy synthesis; (vii) the FLOPS unit is highly dependent
on the computer’s operational system and on the system’s load at the moment it is being
measured. This explains why a standardized procedure for measuring FLOPS is considered
here. Different procedures could lead to different values; (viii) measuring FLOPS is not
practical because it is a necessary to run the software in every computer.
4. CONCLUSIONS

According to the approaches, data source and assumptions considered in this work, the

following conclusions can be reached:

a) Considering the computer’s mass as a functional unit, the suggested unit emergy value
is 1.6E12 selJ/g (with services) and 8.9E10 seJ/g (without services);

b) Considering the computer’s power capacity as a functional unit, the suggested unit
emergy value is 3.1E05 seJ/FLOPS (with services) and 1.7E04 seJ/FLOPS (without
services);

c) As expected, services input — represented in this work as the market price of computers
— contributes from 90% to 97% of the total computer emergy, independently of the
adopted functional unit. Thus, in the lack of a computer’s UEV for an emergy synthesis
study, to calculate it from its market value multiplied by the adequate emergy per money
ratio (seJ/JUSD) could be a good alternative. However, this approach could be interesting
only for systems with few computers input, and carefully used for systems that highly

(significantly) depend on computers as inputs.
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APPENDIX B1. The first 36 main materials found in a computer

Material %? in mass UEV®insellg Material %? in mass UEV? in sel/g
Silica 24.8803 1.80E+09 Bismuth 0.0063 3.20E+14
Plastics 22.9907 9.86E+09 Chromium 0.0063 1.50E+11
Iron 20.4712 1.20E+10 Mercury 0.0022 4.20E+13
Aluminum 14.1723 5.40E+09 Germanium 0.0016 not available
Copper 6.9287 9.80E+10 Gold 0.0016 5.00E+11
Lead 6.2988 4.80E+11 Indium 0.0016 4.03E+11
Zinc 2.2046 7.20E+10 Ruthenium 0.0016 5.57E+12
Tin 1.0078 1.70E+12 Selenium 0.0016 not available
Nickel 0.8503 2.00E+11 Arsenic 0.0013 4.56E+12
Titanium 0.1570 6.40E+10 Gallium 0.0013 1.77E+10
Barium 0.0315 1.59E+12 Palladium 0.0003 1.20E+11
Manganese 0.0315 3.50E+11 Europium 0.0002 not available
Silver 0.0189 4.50E+11 Niobium 0.0002 4.20E+11
Beryllium 0.0157 1.10E+12 Vanadium 0.0002 7.22E+10
Cobalt 0.0157 1.30E+11 Yttrium 0.0002 1.43E+10
Tantalum 0.0157 1.70E+11 Platinum <0.0000 3.70E+11
Antimony 0.0094 4.20E+12 Rhodium <0.0000 1.20E+12
Cadmium 0.0094 3.40E+13 Terbium <0.0000 not available

2 Pedersen et al., 1996; ® Cohen et al. (2007) except for plastic that comes from Buranakarn (1998).
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Figure B.3. Computer’s UEV in seJ/FLOPS
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APPENDIX B2. Monte Carlo simulation results
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Apéndice C. Memorial de célculo do Legado (Tabela 8 — pagina 39)

Item #1 (cal) — Quantidade = 9,98 kg/m? (CARVALHO, 2010); Area construida por DC = 16,66 m2, Nimero de
DC = 144; Vida (til considerada = 30 anos; Conversio = (kg m2) (m2 DC?) (DC) (ano)™; Fluxo de entrada
= 798,40 kg ano™*

Item #2 (Cimento) — Quantidade = 144 kg/m2 (CARVALHO, 2010); Area construida por DC= 16,66 m?; Nimero
de DC = 144; Vida util considerada = 30 anos; Conversdo = (kg m?2) (m2 DC?) (DC) (ano)?; Fluxo de
entrada = 11.520 kg ano™*

Item #3 (Pedra) — Quantidade = 333 kg/m? (CARVALHO, 2010); Area construida por DC= 16,66 m?; Ndmero de
DC = 144; Vida (til considerada = 30 anos; Conversio = (kg m2) (m2 DC) (DC) (ano)™*; Fluxo de entrada
= 26.640 kg ano™*

Item #4 (Areia) — Quantidade = 462 kg/m? (CARVALHO, 2010); Area construida por DC= 16,66 m2; Numero de
DC = 144; Vida (til considerada = 30 anos; Conversio = (kg m2) (m2 DC) (DC) (ano)™; Fluxo de entrada
= 36.960 kg ano™*

Item #5 (Tijolo) — Quantidade = 154 kg/m? (CARVALHO, 2010); Area construida por DC= 16,66 m2; Numero de
DC = 144; Vida (til considerada = 30 anos; Conversio = (kg m2) (m2 DC) (DC) (ano)™*; Fluxo de entrada
=12.320 kg ano™*

Item #6 (Aco) — Quantidade = 10,9 kg/m? (CARVALHO, 2010); Area construida por DC= 16,66 m2;, Nimero de
DC = 144; Vida til considerada = 30 anos; Conversio = (kg m2) (m2 DC) (DC) (ano)™; Fluxo de entrada
=872 kg ano!

Item #7 (Computadores) — Computadores aqui se referem aos servidores; Quantidade = 1.425 servidores (dados
coletados in loco) — quantidade total nos 144 DCs; Massa média considerada para cada servidor, com base
em dados disponiveis no mercado = 23.000 g computador™; Vida Gtil considerada = 5 anos; Conversio =

computa ores) (g computa or ano)™; Fluxo de entrada = 6. . s g ano-
( dores) ( dor) (ano)™:; Fluxo d da = 6.555.000,00 1

Item #8 (Plastico) — Porcentagem de plastico presente em equipamentos eletronicos = 30% (EPA, 2001); Massa
total de equipamentos eletrénicos presente nos 144 DCs= 6.094,5 kg (dados coletados in loco); Vida util

considerada = 5 anos; Conversio = (%) (kg) (ano)™; Fluxo de entrada = 366 kg ano*

Item #9 (Aco) — Porcentagem de aco presente em equipamentos eletrénicos = 43% (EPA, 2001); Massa total de
equipamentos eletrdnicos presente nos 144 DCs= 6.094,5 kg (dados coletados in loco); Vida util

considerada = 5 anos; Conversdo = (%) (kg) (ano)™; Fluxo de entrada = 524 kg ano*

Item #10 (Vidro) — Porcentagem de vidro presente em equipamentos eletrénicos = 4% (EPA, 2001); Massa total
de equipamentos eletrénicos presente nos 144 DCs= 6.094,5 kg (dados coletados in loco); Vida Util

considerada = 5 anos; Conversdo = (%) (kg) (ano)™; Fluxo de entrada = 48 kg ano™*

Item #11 (Cobre) — Porcentagem de cobre presente em equipamentos eletrdnicos = 3% (EPA, 2001); Massa total
de equipamentos eletrénicos presente nos 144 DCs= 6.094,5 kg (dados coletados in loco); Vida util

considerada = 5 anos; Conversio = (%) (kg) (ano)™; Fluxo de entrada = 36 kg ano™
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Item #12 (Placa de circuito) — Porcentagem de placa de circuito presente em equipamentos eletrénicos = 20%
(EPA, 2001); Massa total de equipamentos eletrénicos presente nos 144 DCs= 6.094,5 kg (dados coletados

in loco); Vida util considerada = 5 anos; Conversio = (20%) (kg) (ano); Fluxo de entrada = 244 kg ano™

Item #13 (Pléstico) — Porcentagem de plastico presente em equipamentos de telecomunicagdes (Telecom) = 74%
(EPA, 2001); Massa total de equipamentos de telecomunicagdes presente nos 144 DCs= 1.376 kg (dados
coletados in loco); Vida (til considerada = 5 anos; Conversdo = (%) (kg) (ano)™; Fluxo de entrada = 204

kg ano™

Item #14 (Ac¢o) — Porcentagem de ago presente em equipamentos de telecomunicagdes (telecom) = 13% (EPA,
2001); Massa total de equipamentos de telecomunicagdes presente nos 144 DCs= 1.376 kg (dados coletados

in loco); Vida util considerada = 5 anos; Conversdo = (%) (kg) (ano)™; Fluxo de entrada = 35,8 kg ano™

Item #15 (Cobre) — Porcentagem de cobre presente em equipamentos de telecomunicacdes (telecom) = 7% (EPA,
2001); Massa total de equipamentos de telecomunicagdes presente nos 144 DCs= 1.376 kg (dados coletados

in loco); Vida Gtil considerada = 5 anos; Conversio = (%) (kg) (ano)™*; Fluxo de entrada = 19,3 kg ano™

Item #16 (Placa de circuito) — Porcentagem de placa de circuito presente em equipamentos de telecomunicagdes
(telecom) = 6% (EPA, 2001); Massa total de equipamentos de telecomunicagdes presente nos 144 DCs=
1.376 kg (dados coletados in loco); Vida (til considerada = 5 anos; Conversdo = (%) (kg) (ano)*; Fluxo de

entrada = 16,5 kg ano™

Item #17 (Aco) — Quantidade (considerada unidade externa de refrigeracdo e geradores de energia) = 23.880 kg
(dados coletados in loco); Vida Gtil considerada = 5 anos; Conversdo = (ago) (g aco) (ano)*; Fluxo de
entrada = 4776 kg ano™

Item #18 (Eletricidade) — Poténcia total consumida incluindo computadores, equipamentos eletrénicos e de
telecomunicacbes = 740 kW (dados coletados in loco); Poténcia total consumida de refrigeracdo
(assumindo aparelhos de ar-condicionado de 24.000 BTUs — baseado na quantidade de equipamentos
presentes no DC) = 348 kW; Todos os equipamentos sao essenciais ao DC, permanecendo ligados 24h/dia
durante 365 dias; Conversdo = (kW) (h day?) (day ano) (3.600.000 J kWh); Fluxo de entrada = 3,43 10*®
Jano?

Item #19 (Mao de obra) — Equipe técnica necesséria para manutencdo do Legado = 576 pessoas (144 de nivel
superior e 432 com nivel técnico; dados coletados in loco); Salario anual nivel superior = 32.424 $; Salario
anual nivel técnico = 17.232 $ (DRH (2014)); Conversdo = ((144 pessoas) *(17,232 $)) + ((432 pessoas)
*(32.424 $));Fluxo de entrada = 12.113.280 $ ano™*

Item #20 (Servicos infraestrutura) — Quantidade = 588,35 $/m? (Sinduscon, 2013); Area construida por DC = 16,6
m2; Numerode DC =; Vida til considerada = 30 anos; Conversdo = ($ m?) (m2 DC?) (DC) (ano)™?; Fluxo
de entrada = 47.068 $ ano™*

Item #21 (Custo de aquisi¢do) — Quantidade = 6.327.674 $ (dados obtidos de acordo com valores de mercado
baseado nas configuragdes estimadas dos equipamentos presentes no Legado); Vida dtil considerada = 5

anos; Converséo = ($) (ano)*; Fluxo de entrada = 1.265.535 $ ano™*
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Item #22 (Eletricidade) — Quantidade = 9.530.880 kWh ano™ (baseado no Item #18); Custo por kwh = 0,10 $
(ANEEL, 2013); Conversdo = (kWh ano) ($ kwh™); Fluxo de entrada = 953.088 $ ano*
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Apéndice D. Memorial de calculo da CloudUSP (Tabela 9 — pagina 41)

DC1 — Data Center localizado em Séo Paulo — SP; DC2 — Data Center backup localizado em Barueri-SP

Item #1 (cal) — Quantidade = 9,98 kg/m? (CARVALHO, 2010); Area total construida = 296 m? (120 m? DC1 e
176 m2 DC2); Vida (til considerada = 30 anos; Conversdo = (kg m?) (m2 DC?) (DC) (ano)*; Fluxo de
entrada = 98,45 kg ano™*

Item #2 (Cimento) — Quantidade = 144 kg/m? (CARVALHO, 2010); Area total construida = 296 m? (120 m? DC1
e 176 m2 DC2); Vida util considerada = 30 anos; Converséo = (kg m?) (m2 DC) (DC) (ano)?; Fluxo de
entrada = 1.420 kg ano™*

Item #3 (Pedra) — Quantidade = 333 kg/m? (CARVALHO, 2010); Area total construida = 296 m? (120 m? DC1 e
176 m2 DC2); Vida Util considerada = 30 anos; Conversio = (kg m?) (m2 DC?) (DC) (ano)*; Fluxo de
entrada = 3.285 kg ano™*

Item #4 (Areia) — Quantidade = 462 kg/m? (CARVALHO, 2010); Area total construida = 296 m? (120 m2 DC1 e
176 m2 DC2); Vida Util considerada = 30 anos; Conversio = (kg m?) (m2 DC?) (DC) (ano)*; Fluxo de
entrada = 4.558 kg ano™!

Item #5 (Tijolo) — Quantidade = 154 kg/m? (CARVALHO, 2010); Area total construida = 296 m? (120 m2 DC1 e
176 m2 DC2); Vida Util considerada = 30 anos; Conversdo = (kg m?) (m2 DC?) (DC) (ano)*; Fluxo de
entrada = 1.519 kg ano™*

Item #6 (Aco) — Quantidade = 10,9 kg/m? (CARVALHO, 2010); Area total construida = 296 m? (120 m2 DC1 e
176 m2 DC2); Vida Util considerada = 30 anos; Conversdo = (kg m?) (m2 DC?) (DC) (ano)*; Fluxo de
entrada = 107,55 kg ano™

Item #7 (Computadores) — Computadores aqui se referem aos servidores; Quantidade = 512servidores (dados
coletados in loco) — DC1 + DC2; Massa média considerada para cada servidor (dados do fabricante) =
8.160 g computador?; Vida util considerada = 5 anos; Conversdo = (computadores) (g computador™) (ano)-
! Fluxo de entrada = 835.584,00 g ano™*

Item #8 (Plastico) — Porcentagem de plastico presente em equipamentos eletronicos = 30% (EPA, 2001); Massa
total de equipamentos eletrdnicos presente nos DC1 e DC2 = 12.995,8 kg (dados coletados in loco); Vida

(til considerada = 5 anos; Conversdo = (%) (kg) (ano)*; Fluxo de entrada = 780 kg ano™

Item #9 (Aco) — Porcentagem de aco presente em equipamentos eletrénicos = 43% (EPA, 2001); Massa total de
equipamentos eletrénicos presente nos DC1 e DC2 = 12.995,8 kg (dados coletados in loco); Vida til

considerada = 5 anos; Conversio = (%) (kg) (ano)™; Fluxo de entrada = 1.118 kg ano™

Item #10 (Vidro) — Porcentagem de vidro presente em equipamentos eletrénicos = 4% (EPA, 2001); Massa total
de equipamentos eletronicos presente nos DC1 e DC2 = 12.995,8 kg (dados coletados in loco); Vida util
considerada = 5 anos; Conversio = (%) (kg) (ano)™; Fluxo de entrada = 104 kg ano™*
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Item #11 (Cobre) — Porcentagem de cobre presente em equipamentos eletrénicos = 3% (EPA, 2001); Massa total
de equipamentos eletrénicos presente nos DC1 e DC2 = 12.995,8 kg (dados coletados in loco); Vida util

considerada = 5 anos; Conversio = (%) (kg) (ano)™; Fluxo de entrada = 78 kg ano™*

Item #12 (Placa de circuito) — Porcentagem de placa de circuito presente em equipamentos eletrénicos = 20%
(EPA, 2001); Massa total de equipamentos eletronicos presente nos DC1 e DC2 = 12.995,8 kg (dados
coletados in loco); Vida Util considerada = 5 anos; Conversdo = (20%) (kg) (ano)*; Fluxo de entrada = 520

kg ano™

Item #13 (Plastico) — Porcentagem de plastico presente em equipamentos de telecomunicacGes (telecom) = 74%
(EPA, 2001); Massa total de equipamentos de telecomunicacdes presente nos DC1 e DC2 = 1.208 kg (dados
coletados in loco); Vida til considerada = 5 anos; Conversdo = (%) (kg) (ano)™; Fluxo de entrada = 179

kg ano™

Item #14 (Aco) — Porcentagem de ago presente em equipamentos de telecomunicagdes (telecom) = 13% (EPA,
2001); Massa total de equipamentos de telecomunicagdes presente nos DC1 e DC2 = 1.208 kg (dados
coletados in loco); Vida (til considerada = 5 anos; Conversio = (%) (kg) (ano)*; Fluxo de entrada = 31 kg

ano?

Item #15 (Cobre) — Porcentagem de cobre presente em equipamentos de telecomunicac@es (telecom) = 7% (EPA,
2001); Massa total de equipamentos de telecomunicagBes presente nos DC1 e DC2 = 1.208 kg (dados
coletados in loco); Vida (til considerada = 5 anos; Conversdo = (%) (kg) (ano)™; Fluxo de entrada = 17 kg

ano™

Item #16 (Placa de circuito) — Porcentagem de placa de circuito presente em equipamentos de telecomunicagdes
(telecom) = 6% (EPA, 2001); Massa total de equipamentos de telecomunicacGes presente nos DC1 e DC2
= 1.208 kg (dados coletados in loco); Vida (til considerada = 5 anos; Conversio = (%) (kg) (ano)™; Fluxo

de entrada = 14 kg ano™

Item #17 (Aco) — Quantidade (considerada unidade interna e externa de refrigeracdo + racks que armazenam o0s
servidores Blade) = 19.486 kg (dados coletados in loco); Vida util considerada = 10 anos; Converséo =
(aco) (g aco™) (ano)?; Fluxo de entrada = 3897,2 kg ano™*

Item #18 (Eletricidade) — Poténcia total consumida incluindo computadores, equipamentos eletrénicos e de
telecomunicacbes = 340 kW (dados coletados in loco); Poténcia total consumida de refrigeracdo
(assumindo chiller com 50 tr — baseado na carga térmica dos servidores) = 340 kW; Todos 0s equipamentos
sdo essenciais a0 DC, permanecendo ligados 24h/dia durante 365 dias; Conversdo = (kW) (h day™?) (day
ano?) (3.600.000 J kwh); Fluxo de entrada = 2,14 10% J ano™

Item #19 (M&o de obra) — Equipe técnica necessaria para manutencdo do Legado = 48 pessoas (16 de nivel superior
e32com nivel técnico; dados coletados in loco); Salario anual nivel superior = 32.424 $; Salario anual nivel
técnico = 17.232 $ (DRH (2014)); Conversdo = ((144 pessoas) *(17,232 $)) + ((432 pessoas) *(32.424 $));
Fluxo de entrada = 1.070.208 $ ano™*
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Item #20 (Servigos infraestrutura) — Quantidade = 588,35 $/m? (SINDUSCON, 2013); Area construida por DC =
296 m2; Nimerode DC =; Vida (til considerada = 30 anos; Conversdo = ($ m?) (m2 DC?) (DC) (ano)™;

Fluxo de entrada = 5805 $ ano™*
Item #21 (Custo de aquisi¢do) — Quantidade = 42.444.821 $ (dados obtidos de acordo com valores de mercado

baseado nas configuragdes estimadas dos equipamentos presentes no Legado); Vida til considerada = 5

anos; Converséo = ($) (ano)*; Fluxo de entrada = 8.488.964 $ ano™*

Item #22 (Eletricidade) — Quantidade = 5.956.800 kWh ano™ (baseado no Item #18); Custo por kwWh = 0,10 $
(ANEEL, 2013); Conversédo = (kWh ano™) ($ kwh?); Fluxo de entrada = 595.680 $ ano*



